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August a, Mai ne
Novenber 17, 1999
Docket No. 98-650
9:00 A M
MR. SUKASKAS: Good norning. |’ m Joe Sukaskas
of the Comm ssion’s technical staff. This is a conference
in the Comm ssion’s inquiry into the readi ness of public
utilities in Maine for Year 2000 issues in Docket No. 1998-
650. One the bench with me fromyour right, Conm ssioner
St eve Di anond, Conmi ssioner Bill Nugent; Tom Welch, the
Commi ssion Chair, will be with us shortly. Behind nme are
Nor m Leonard and Phil Lindley also fromthe Conm ssion
staff.

In a Septenber 21 notice of this conference we asked
representatives of electric, telecom natural gas and
drinking water utilities to provide updates to us on their
Y2K status. We said in that notice that we’'d |ike to hear
updates on renedi ation, testing and contingency pl anning
activities. W also asked for detail ed descriptions of
remai ning activities if any organization was not fully
remedi ated for Y2K

As in the past, we will consider all information
exchanged during this conference as Year 2000 readi ness
di scl osures, pursuant to the Year 2000 Information and
Readi ness Di scl osure Act of 1998.

We have also invited nmenbers of two | egislative

conmttees to attend this briefing. The Joint Standing

Committee on Utilities and Energy and the Joint Sel ect
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Committee on the Year 2000 Conputer Problem [If any
menbers of those committees are present, we'd like themto
identify thenselves. W also invited sone nenbers of the
Governor’s Y2K Task Force to attend. | notice that sone
menbers of that are present. Quita Ryder in the back row,
from Hannaf ord Brothers, representing the food industry;
Audrey Prior, from Northland Tel Co, representing the

tel ecomruni cati ons industry. W' |l be hearing from Peter
Bedard from CMP shortly. He's a nenber of the Task Force
as well and | represent the PUC on that Task Force.

Any ot her introductions we need to nake? Hearing none,
this conference is being carried live on the Internet via
real audi o connection fromthe Comm ssion’s Web page and is
bei ng transcribed for the record. The transcript and the
archived recordings will be avail able on the PUC Wb site
when they’'re prepared, in a few days. The conference is

open for public observation, but this is not a public

hearing at which public comment will be taken for the
record.
If there are no other housekeeping matters, we' Il start

by hearing from our energy sector, including the
electricity and gas utilities first. W plan to take a
short break before hearing fromthe tel ecom and water
utility sectors. W intend to conclude this conference by

noon.
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Before we get into the substantive matters, are there
any ot her housekeeping details that we need to touch on?
If not, let’s start on the electric.

The i ndependent system operator for New England is the
operator of the bulk electric systemfor New England. Jim
Sinclair fromthe |1 SO has come up from Massachusetts to
appraise us on the status of that system

MR. JI M SI NCLAI R

Thank you, Joe. |I’mgoing to give copies of the handout

for the benefit of the panel. | have sonme spares. |
apol ogi ze for not having 3, 420.

| appreciate the opportunity to update you on
activities as far as the electricity industry in New
Engl and. | have a presentation. [|’'Il be as brief as
can. Certainly, obviously if you have questions as we go
al ong, please |let ne know.

| want to do three things real quickly. One is to
gi ve you a qui ck overview of the New Engl and el ectric
i ndustry effort for Y2K readi ness, tal k about our
conti ngency plans and final preparations that are now under
way and tal k somewhat about communications activity which
is | think the nost inportant mlestone on the horizon that
we really need to stay focused on for fear of unnecessary

public panic.
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Wth regard to | SO New Engl and, we are responsible for
operating what’s known as the bulk power system bulk
el ectric power system which is 330 generators scattered
across New Engl and connected to the 6-state inter-regional
transm ssion network. Qur effort includes working closely
with New Engl and Power Pool participants. Those are
menbers of the voluntary association know as the New
Engl and Power Pool forned back in the early *80s for the
pur pose of creating a pooled network. They are the asset
owners. They own the transm ssion facilities. They own
all the generating plants. So with that, I’mon to the
first slide in ny presentation.

The joint effort under way between | SO New Engl and and
NEPOOL, again us being the operator and New Engl and Power
Pool being the asset owner, began in 1998. | ndividual
efforts by CMP, New Engl and El ectric and ot her nmajor
el ectric conpanies in New England actually began earlier
than that on an individualized basis; but the coordinated
effort to ensure for the readiness of the bulk electric
power system began in 1998. The scope, as you m ght guess,
i ncl udes power plants, all the transm ssion facilities and
grid nonitoring and control systens. So all the conponents
we need froma real time operations of the grid standpoint
and to ensure that we can have the proper communications

networks in place, again to operate that system securely
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and reliably through the transition. So the players in
this program again, are us, |SO New Engl and, and the
owners of the assets.

The program objectives are very clear. Obviously, it
was assigned an extrenely high priority by all the players.
The scope of the programis consistent with an industry
w de effort under the sponsorship of the North American
El ectric Reliability Council, which ensures that all the
utilities or all electric systemoperators across not only
the United States, but Canada because we're an inter-
connected system are indeed Y2K ready. The deadlines for
that program were June 30'". |’mhappy to say that all the
representatives of New England are satisfied that industry
due date of June 30'" to have their critical mission systens
Y2K ready.

Now, the guiding principle behind our programis quite
clear and it’s quite sinple. Failure of the bulk electric
power systemis not an option. W built this system com ng
out of the 1965 Northeast blackout with the whole notion
t hat we woul d devel op a system and never have that happen
agai n; and that has not happened again. W’ ve successfully
operated that system for sone 30 years and there’s nothing
about Y2K that suggests that we can’t make it through the

mllenniumin fine shape.
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The program scope i s conprehensive and no surprise
here, you' ve heard this before, it includes identification,
assessnent, renediation and testing of all mssion critical
systens. Again, mssion critical systenms from our
perspective are those systens required to keep the lights
on. As far as billing systenms and busi ness support
systens, obviously those are receiving high priority as
wel | ; but our hunt was for those systens necessary to keep
the lights on. W also | ooked very closely at inter-
dependencies. Qur systemrequires tel econmunications data
be conveyed to our facilities in Holyoke as well as four
satellite facilities located in the New Engl and regi on,
including one at Central Miine Power's facilities. So it’s
very inmportant that the tel ecommunicati ons network is
i ndeed Y2K ready. W have all the confidence in our inter-
dependent conmuni cations that we’ve done with tel ecomthat
we expect no significant issues there. W also have | ooked
at fuel supplies in depth; and as you probably know, at the
Conmmi ssion the utilities have plans in place for fuel
supplies for a nunber of contingency-type circunstances,

i ncludi ng weat her-rel ated phenonenon. So again, there’'s
not hi ng about Y2K that’s dramatically changing the picture
in terns of the need for additional fuel supplies nor a

strong concern for fuel deliveries going forward.
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The contingency plan in place is essentially nodel ed
after the existing contingency plans that have been
successfully used for stormrelated energencies. |t
addresses a variety of contingencies, including things that
may occur on the generation side of the business, the
transm ssion side of the business or again on the
communi cations side of the business. The plan has been
repeatedly tested. There have been two nati onw de or NERC
wi de, neaning U S. and Canada w de, telecomunications and
contingency plan testing; table top exercises that
denonstrate the adequacy of our contingency plans. W
successfully nmet that chall enge both on 4/9 and 9/9. Those
are Y2K vul nerabl e dates from a conputer standpoint, and
again pleased to report that no significant issues or
concerns arose during the conduct of those exercises.

We view the contingency plan as an insurance policy.
We're often asked by people if you' re all set and you're
ready and you feel confident about the m |l ennium
transition, then why do you have such an aggressive
contingency plan, it suggests that maybe there’s sonething
el se going on. The answer is there’s not. It is sinply an
i nsurance policy. |It’s the prudent and right thing to do.

The key el enents of our contingency plan are increased
staffing at power plants, substations and other key

facilities. On the mllenniumtransition there will be
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about 1,500 utility workers spanned out across New Engl and
at these key facilities as backup capability to do manual
actions, to communicate if necessary using backup
comruni cati ons needs, again all to keep the system
operati ng.

We’ re gonna nonitor the clock change around the worl d.
Qur energency response facilities will be open at 6 AM on
Decenber 31%'. The reason for that is we have through the
i ndustry made connections as far afield as Australia and
Tai wan and ot her systens that are sonewhat simlar to the
systemin the United States so we can watch, nonitor, and
if there’'s any practical experience that we can gain from
t hat exercise, or that effort, rather, then certainly we'l|l
have an opportunity to take advantage of that.

Addi ti onal comuni cati ons have been added to
conpl enment the various backup comrmuni cati ons systens that
have al ways existed on the system W have in place in New
Engl and an anal og m crowave system again that’s been used
historically and is available for the m || ennium
transition; but we’ ve al so added a COVSTAT satellite system
as additional defense in depth just in the event that there
are any telecomuni cations issues. W'’re gonna operate the
systemin what we call precautionary node. The whole
notion behind that is to mnimze the risk of anything

happeni ng and to maxim ze the flexibility of the operators
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to be able, again, to keep the lights on. Precautionary
node is defined in slide #8 that | provided to you.
Essentially, what we’re gonna do is we’'re gonna | ower
transfer limts between New Engl and and i nterconnected --
nei ghboring grids that we’'re interconnected to to provide
flexibility that if they need help we can help them if we
need help they can help us in terns of energy transfers.
We do this day in and day out as a neans of keeping the
systemreliable in New Engl and. W' re gonna have sone
additional flexibility that we’'re gonna have in play for
the mllenniumtransition.

Normal Iy in New Engl and we operate our systemw th an
operating reserve. W'’re gonna increase the percent of
t hat operating reserve as an additional prudent
precautionary neasure just in the event that any generating
facility does experience. It could be totally unrelated to
Y2K. Just in the event that any generating facility
experi ences any problem

We' re gonna nmaxi m ze the nunber of plants actually on-
line over roll over. That neans we’'ll be reducing the
out put of some of the plants in the region that normally
woul d have been running at full output. W’IIl lower their
out put so that we can actually provide additional power
plants on to the grid to maximze the nunber of plants that

physically see the transition to the new m |l ennium
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I n New Engl and we’re fortunate to have punp storage
units. Two major units in Western New Engl and that during
t he evening hours normally punps are driving water up into
a reservoir for preparation for the next day for those
resources to be used to produce energy in the region. The
beauty of those units are we can position those reservoirs
essentially as half-full so that what it will allow us to
do for the mllenniumtransition is to either put themin a
punp node, neaning draw electricity if we need to actually
i ncrease demand on the system or to use those resources
for the delivery of energy if so needed.

The final preparations under way, we’'re doing weekly
testing of our primary and backup communi cations systens
and procedures. We're continuing to coordinate closely
with our neighboring grid operators. |'mpart of a group
t hrough an effort under the Northeast Power Coordinating
Council which is a regional reliability council under NERC
Many of the folks in this roomparticipate in those
endeavors. We're sharing information, coordinating our
efforts and again maxi m zing the assurance that we will not
have any serious adverse consequence as a result of the
mllenniumtransition.

COWM SSI ONER NUGENT: Is part of that review

| ooking at the ability to nove power between the |SGs?
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MR. SINCLAIR: Yes. And the reason for
| owering the normal transfer limt is to give sone
flexibility on that score. So we’'ll actually have nore
resources probably running in New Engl and than we ot her-
wi se woul d during what 1’'d call a normal New Year’s Eve.
COWM SSI ONER NUGENT: And the actual |inkage
is tested to make sure that that won't fail.
MR. SINCLAIR: That's correct. W re not
di sabling those linkages in any way. It’s an
i nterconnected system for reliability and it’s to -- the
best benefit is to keep those |inkages, obviously, in
pl ace, and we’ll do that.

Now, our overall assessnment of the Y2K risk. The
first thing to point out is electricity, | think again as
nost people realize in this room is a real tinme product.
That means it’s produced and consumed essentially at the
same time. There's not a |lot of date stanping going on.
So, fortunately for our business anyway, that mnim zes
what ['I1 call the Y2K i npacts or the possible Y2K i npacts.
So the risk fromthat standpoint turned out to be | ow, and
appropriately so; and when we | ook at the entire industry
experience not only here in New Engl and but again with our
near est nei ghbors and across the North Anerican Continent
and even | ooking across the Atlantic Ocean and the Pacific

Ccean, when you |l ook at the collective experience that
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concludes that the risk is certainly manageabl e, yes,

i ndeed, it does pose a risk; yes, indeed, we need to have
conti ngency plans; but fromthe standpoint of when you | ook
at the total balance of the equation, our conclusion is
that the risks are really no greater than the day-to-day
risk that we’re exposed to every day. So for us it should
be another day on the electric system w thout any serious
di sruption of service.

Now, our Y2K communi cations activities, just spend a
nmoment on those. W' re obviously working closely with
regi onal nmedia and key constituencies, including yourselves
in this room to keep you apprised of our efforts, to
answer questions that people may have. The i ndividual
NEPOOL conpanies |ike Central M ne Power, Bangor and
others, are closely communicating with their custoners
t hrough billing inserts and other vehicles such as Wb
sites that try to keep their fol ks apprised or their
customers apprised of the status of their efforts. W're
certainly doing everything we can to support State public
awar eness progranms, such as those of your Governor’s Task
Force, in Massachusetts through the Mass. Energency
Managenment Agency. Just by way of exanple, we are as an
i ndustry having a Y2K awareness week during the week of
Decenmber 10'". That is an industry awareness week to make

sure that everybody who has a role or responsibility for
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the mllenniumtransition kind of recalibrates, nmake sure
t hey understand their roles, duties and responsibilities,
and if they have any questions let’'s get those ironed out
wel | in advance of Decenber 31°' when people are actually
put out in the field and positioned. Now we’ve drilled,
we’'re confident that there’'s not a lot there to learn. W
saw this as one additional piece of the equation that we
could provide just to have an added degree of assurance.
Yest erday at | SO New Engl and we activated what we call
live Y2K Web site. \What that will provide for is current
i nformati on about the readi ness of the bul k power system
ot her information which we think would be of public
interest. There was an article that ran this norning in

the Boston Herald regarding this Sunday’s Y2K novie. |It’s

an excellent article, | think, in putting that novie in
context. That's the type of article we would link to our
Web site. Again, it’s really geared towards the public in
general in terns of giving themthe confidence that there's
no reason for alarm no need to panic. That Web site,
again, is up and running; and during the actual m || ennium
transition it will be updated minimally at 5-m nute
intervals for the benefit of the regulatory community,
state governnment and others who are interested in
monitoring closely the status of the bul k power system

We' Il also be conveying and linking to systens that wll



10

11

12

13

14

15

16

17

18

19

20

21

22

23

B- 14

provide you with additional information from other parts of
the country or around the world, as a neans, again, of
keepi ng you fol ks updated real tinme with respect to what's
transpiring. And again, our Y2K communi cati ons nessage has
been clear, consistent. No need to panic and follow the
advi ce of state enmergency managenent and Red Cross
officials which very sinply is prepare as you would for a
snow stormand |’ m confortable that the ride through the
mllenniumw Il be no different than prior years. Thank
you.

CHAI RMAN WELCH: Are you getting all the
cooperation you need fromthe generators and vari ous
transm ssi on system owners?

MR. SINCLAIR. Early on, under the NERC
criteria we only need to concern ourselves with power
pl ants 50 nmegawatts or above. Not an issue in New Engl and.
Never has been. There are sone small |PPs that our folks
were drilling down to try to get themto participate in the
program We’'ve been successful in getting all but a
handful of those. The fact of whether or not we receive
the information we need fromthemis inmterial to the
secure and reliable operation of a bulk power system but

we' Il continue to push that ball right up to the 315,
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CHAI RMAN WELCH: This isn’t a reliability
i ssue, but have you worked out the issue of who's gonna pay
for the uplift costs of all these generators running?

MR. SINCLAIR: There's actually a rule in
place. [It’s posted on our Web site. Essentially, what
we're trying to do is use the existing market rules to the
maxi mum extent practicable so that the market works the way
it’s designed and i ntended; but any uplift in that, there
are rules that discuss that. Obviously, this could result
in, fromthe standpoint of rules in enmergency situations,
the I SO has requisite authority that it needs to operate
the systemin whatever manner it needs to to keep the
lights on and worry about the settlements later if that
came to pass.

MR. SUKASKAS: You nentioned sonme of the
generating plants would be operating at a | ower power
| evel . Would that include nuclear plants in New Engl and?

MR. SINCLAIR It could. W |ooked at that in
ternms of possibly seeking to see if they could operate at
maybe 90% or 80% again to provide additional room for
others to operate. |I'mnot famliar specifically with
exactly how that’s worked out. | could check on that and
get back to you. The idea is to maxim ze the nunber of

plants we run in real time on the system
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MR. SUKASKAS: So if you hear that nucl ear
pl ants are reducing output, it isn’'t necessarily that
they’re having Y2K i ssues as nmuch as they' re responding to
a regional power dispatch program of some sort.

MR. SINCLAIR: That’s correct. And the other
thing to keep in mnd is they do periodically reduce power
for turbine testing and other required testing. So from
t hat standpoint, we’'re not talking about reducing their
power | evel that in any way would threaten or jeopardize
their normal safe operations.

COWM SSI ONER DI AMOND: Let me just ask you,
Jim when you say the plan has been repeatedly tested, do
you sinmul ate January 1, 2000, when you test it?

MR. SINCLAIR:  Yeah, it’s hard on our system
to physically sinulate Iike a clock roll over because we're
not going to take the system down to prove a point; but
what we are doing is we're testing primarily the
comruni cati ons and the positioning of people to ensure that
t hey understand what their roles and responsibilities are,
maki ng sure that the backup comuni cati ons equi pnent t hat
they would have with themis operational and again it’'s
primarily -- even this Y2K awareness week is to just
reassure that everybody knows what their particular

responsibilities are for that evening.
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MR. SUKASKAS: Thank you very much, Jim
Let’s turn to Central Maine Power. From CMP we under st and
we have Peter Bedard, Ral ph Record and Dick Giffin.

MR. PETER BEDARD

While Dick is handing out those -- the information
that we have prepared, also |I'd also introduce to you
anybody who doesn’t know him Ral ph Record. Both Dick and
Ral ph have been working on this process since late 96,
early ’97.

What |’ m gonna go through is a | ot of, obviously, sone
of the things that Jimhas already tal ked about. The first
page where he tal ks about the highlights of what’s happened
since we were |ast here on May 19'", and we participated in
the 1SO New England drill and 5/26 we reported to the NERC
on schedule that our mssion critical elenments were Y2K
ready as of the end of June. W also participated in the
| SO New Engl and drill on 8/ 12 and the NERC drill on 9/8,
9/9, which was tied into the 9/99 roll over to sone degree
but also a dry run for what m ght happen during the
transition tine frame. The other thing that’s on here is
t hat one other thing we did for our business applications
system such as custoner service and work managenent, sone
of those type of systens, we have a contract with a
di saster recovery site, which neans that if our conputer

room got blown up we could go sonmewhere el se and continue
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to run our billing functions and the things that are
critical to our day-to-day business. That’'s not a Y2K
issue. That's sonething that we’ve had in place for quite
a while. So what we did was instead of doing the nornmal
di saster recovery testing, what we did was we went down
there and used that tinme frame, which is 48 hours of
straight tinme, to take all of our systens and sinulate the
roll over process going fromthe end of Decenmber to
January, making sure that everything worked okay in al

t hose applications systens. You can’t test everything down
there, but it’'s a real good way to get it off on another
machi ne and do a full test of all those things, even though
we’' d done that back in our environnment. It was anot her
opportunity to do that. All of those tests, both our

di saster recovery one and the | SO ones and the NERC
coordi nat ed ones have been very successful from our

st andpoi nt .

Most of what | want to talk to you about today is the
primary initiatives that we’ve had following this testing
process and that’s putting together the contingency plan to
give you a sense of what our contingency plan invol ves.
For those of you who haven't read the two full notebooks of
it, I know Joe has, but there’s a |lot of detail in there;
and just to give you a sunmmary of what that’'s all about.

And then what will really be happening at Central Mine
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Power during that December 31°' time frame through the
weekend and what we're really gonna be doing and what the
staffing’s gonna be up to and so forth.

COVWM SSI ONER NUGENT:  You identified four
dates on here as dates on which you had drills. Did you
identify any significant opportunities to inprove your
response in those four tests?

MR. BEDARD: | think -- 1’1l give you ny view
and 1'd certainly wel conme Ral ph’s and Dick’s comments, but
there were some minor things regardi ng conmuni cations. For
exanpl e, one of the things we sinulated, if we didn't have
regul ar communi cati on capabilities, we had satellite phones
that we can communi cate with our major substations and so
forth, and I think as a result of that there was sone
training issues identified and also the ability to perhaps
get sone additional phones in there and there were sonme
spots where they worked better than others.

MR. RECORD: That’'s pretty nuch it. Just
positioning of the staff out there, where they are in their
trucks at the tinme they' re using radios, for exanple.
There are sonme dead spots.

MR. SUKASKAS: If you' re talking, it would be
hel pful to the reporter to identify who you are first.

MR. BEDARD: So, the next page just says

really where we are and this is -- obviously, we reported
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that we were -- all of our systenms -- all of our mssion
critical systens are ready. There’'s a lot of things that
we’ ve done over and beyond what m ssion critical -- that
part -- the systens are ready which are m ssion critical
Al'l of our ITE (sic) infrastructure has really been tested
and retested and that includes everything fromthe min
frame that sits inside the conputer roomto |ocal area
net wor ks, w de area networks, which are critical elenments
of the whole systemand our ability to comrunicate with the
field during this tinme frame, just normal business. And
all of our business applications, major business
applications are ready. That's, again, our custoner
service system work managenment and those kind of things.
So, nothing really new there.

| wanted to talk about on the next page a little bit
about our contingency plan. That was conpleted, and as |
said, at the end of June. W sent a copy of that to the
Comm ssion in July. W also had sone discussions about
whet her or not we could -- that was open to the general
public and so forth, and because there were a | ot of
sensitive information in there regarding tel ephone nunbers
and sites that -- field sites that are critical to the
whol e process, we didn't view it to be in the best public
interest to send a two notebook copy of that out to

whoever. We put together an executive sumary that really
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we’' ve subnmitted -- we have distributed to people that had
an interest in |looking at that, what that was all about and
what was included in the contingency plan. W continue to
review tasks and revise that plan as needed. And there are
over a couple hundred action itenms that we’'re tracking in
preparation for the transition and I'Il talk a little bit
nore about those in a second. But really, the focus of the
contingency plan is obviously safety, power delivery,
custonmer service and financial integrity, probably in that
order. Qur objectives are really to mtigate the operating
ri sks and devel op appropriate responsive action plans and
devel op verification plans which will happen after the rol
over to the next century. And our process really -- we
really had a very extensive process. W involved everybody
in the Conmpany, going out to all different business units,
comng up with different scenarios. It was really the
standard gui delines that were given by NERC, right, or
FERC, to put that all together. | guess it was NERC. So
it really was a very conprehensive plan and Ral ph and Di ck
did an excellent job of pulling the whole Conpany together
to put that whole plan in place.

The transition staffing tinme frame, transition
staffing plan that we have, which is really from Decenber
31%" through that weekend, we have some operations

obvi ously, such as dispatch, that are 7 by 24, which is an
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(i ndi scerni ble word) part of our operation, but that staff
wi |l be augnented significantly by other people that
normal |y wouldn’t be there on a 7 by 24 basis. W will
have a transition manager who will be one point of contact
for anything that’s going on within the Conpany regarding
any particular problens and just |ogging validation tests
and so forth, just keeping track of everything that's
happeni ng out there; and for anybody that wants to know
what’ s going on, that will be the person that will be
responsi ble for conmunicating that. The Year 2000 project
of fice, Ralph and Dick will be involved in that. W have
t he systens devel opnent group, we have systens operations,
di spatchers and engi neers, we have systenms engi neering,
custoner service people. W will have additional custoner
service reps out there for people that want to call at

11: 30 and say how s it |ooking, or call at 12:30 and say --
t he power may go out sonmewhere at 12:30, but it’'s nore
likely to be from sonmebody hitting a pole on the way hone
froma New Year’'s Eve party as opposed to whatever; and we
think it’s very inportant that people understand the
difference and we're able to comunicate that difference to
t he general public. W will have a few additional |ine
crews and so forth on during that tinme frame, and again
that’s nore for being able to respond quickly to any

particul ar problemthat is not Y2K related to -- so people
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don’t think we’re into a crisis node here. A lot of people
frominformational services organization that will be in
during that time frame to really just do testing and
respond to any problens that nay cone up

Tel ecommuni cati ons group, on the next page, is also a
critical part of this whole process, both with communi -
cations within CVP and conmmuni cations outside of CMP to | SO
and sonme of the other critical areas.

So, under our assunption that everything goes as
pl anned during that transition tine frame, we wll,
starting probably 2 or 3 o’ clock on January 1%, in the
nmorning we will start doing a lot of verification testing
just to make sure that everything is running as we expected
it to do. That includes everything fromthe nmain frame
conputer operating systens and sonme other things and then
we' Il get into detailed testing of the financial
applications, custoner service applications. Once again,
just to make sure that there will be no surprises when
peopl e come back to work on Monday norning. The
expectation is there’ Il be business as usual on Mnday when
we open up shop again.

So, | can’t over-enphasize, | guess, that | think the
comuni cati ons obviously is going to be a very big part of
this transition tinme frane. |It’s very inportant w thin our

Conmpany for everybody -- for us to know what’ s goi ng on out
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there in the field, what people are hearing, what kind of
concerns they have, what’s going on with I SO, and to be
able to communicate to the public as required what’s gonna
happen.

So we’ |l have managenent and support staff in the
comruni cati ons center and we’re al so gonna have repre-
sentatives from Defense, Veterans and Energy Managenent,
which is Earl Adans, Ceneral Adans’ organization. There'll
be sonebody there fromhis group. And we will certainly be
in direct comrunication with | SO New Engl and, CMP di spatch
and maj or custoners who have a concern or whatever wll be
able to call in directly to us to find out what’ s going on.

We al so just heard within the [ast couple days that
sonme of the nmajor news stations in Portland are interested

in having a couple of press conferences during that tine

franme. One will be -- we don’t know the exact schedul e,
but it’'s -- let’s say around 10 o’ clock, 9:30 to 10
o’'clock. That will happen down in Portland. Then they

want to have anot her press conference after we’ve nade the
-- after the stroke of mdnight, 1 or 2 o' clock, sonething
like that. | believe Mark Ishkanian from our conmuni -

cations group will be handling that. W do anticipate a
significant anount of interest fromthe press during this

time frame, just to conme up and get a feel for what’s
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happeni ng and what kind of things we' re seeing and so
forth.

So, what do we have left to do? W’'re continuing to
refine the contingency plan, but | think that’s pretty nuch
in place, and also the transition plan. W’ve got a couple
hundred transition plan action itens that we’ re conti nuing
to track and those are things |ike putting out sonme reports
t hat people are gonna have a hard copy of things in case we
do have an internal systemproblem W don't anticipate
t hat happeni ng, but we’'d rather be safe than sorry in that
particul ar case. Mnitoring lead times of critical
material. We haven’'t found anything really significant
there. And putting together internal communications
capabilities. W wll communicate a |lot of our -- what'’s
happening within the Conpany probably on our own Internet,
whi ch has a very extensive capability today and we can
really communi cate within the Conpany to just about
everybody. They' Il have access to that. W need one
common nedium So if anybody wants to know what'’s
happeni ng and what kind of problens there are, we need to
have that one source of information that everybody can go
to. And one of the biggest concerns everybody has is what
ki nd of food are we gonna have avail able during this tinme

frame, ‘cause we’'re gonna have a | ot of people in there and
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they all want to make sure they get fed well. We will
certainly take care of that.

And we are participating with 1 SO New Engl and on the
awar eness week and we’'re continuing to pronote transition
pl an awareness within CMP. Mst everybody knows what
they’ re gonna be doing as an individual departnment, but we
want themto get a picture of what’s going on within the
whol e Conmpany and we want themto know what the
comruni cati on requirenents are gonna be with regard to --
we're out at the substation, nothing’s happening and we
want them to communi cate back, for exanple, that
everything’ s working as normal. So, communications as |
said, and | can’t over-enphasize how i nportant | think that
is in this whole process.

We’ve got a few remediation itens remaining. None of
those are critical. Basically what happens is a vendor
says they re Y2K conpliant, you go through the testing
process and then in Septenber or Cctober they send out sone
patches to us that say well, you really need to apply these
t hi ngs because we found a couple other things. None of
those are major and none of those are anything that should
cause anybody sonme concern, but we're still working a few
of those; and as we cone across those we actual ly consi der

t hose in our contingency planning process.
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That’s kind of where we are and certainly are open to
questions if anybody has any.

MR. SUKASKA: If you could give us an exanple
or two of what those 15 itenms m ght consist of.

MR. BEDARD: Yeah, there’s a couple that cone
to mnd. One is our material managenment system for
exanple. W went through -- we did a system upgrade and
t he vendor said that this upgrade woul d be Year 2000
conpliant. We did very extensive testing of that system
and didn’t find any Year 2000 problens. Now the situation
you run into, Joe, is where they -- the vendor cones back
and says we found 10 fixes that need to be applied to your
software in order for us to ensure that it is Year 2000
conpliant. So we have a dilenma here. Do we apply the
patches to make sure that it’s gonna work, although we have
a very high confidence it will work anyway. We think the
prudent thing to do is to go ahead and apply those fi xes,
do extensive testing to nake sure we haven't screwed
sonet hi ng up because the problemthat we run into is if we
don’t do that and we do have a problem then the first
thing they' re gonna ask us is have you applied the software
changes that we expected you to do. So, it’s -- and those
are not significant things, but they are tinme consuni ng,

not so nmuch from applying the software changes as nmuch as
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testing, actual testing and going through the verification
process.

MR. SUKASKAS: This is the materials
managenent system |Is that an inventory control ?

MR. BEDARD: It’s the inventory and accounts
payabl e, basically, yeah

COWM SSI ONER DI AMOND: Do you have the
perception, Peter, that a | ot of people are going out and
buyi ng generators and do you have any concern if that’'s the
case?

MR. BEDARD: Well, you know, | actually know
sonebody that sold a generator, which is interesting. |
al ways point that out. |1’°d say the majority are buying. |
don’t know. | nean we’'re not in the generator business so
| couldn’t give you good figures on that. People do ask
about that, should we do that, and that’s an individual
customer decision as to whether or not they want a
generator. | didn't buy one for this and a | ot of other
peopl e at CMP haven't purchased one as a result of this.
We don’t think it’s necessary for Year 2000, but people may
view this as an opportunity to buy one because as we live
in Maine and you live on Fire Road 943, you can expect to
be out of power at some point in tinme during the winter-
time. | think it’s pretty much a seller’s market at this

point. | don’t think prices are at an all tine low |
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can’t give you a quantitative answer to that. It does cone
up fromtime to tine.

MR. SUKASKAS: Consuner protection or
precautions that consumers, individual custonmers, should do
related to the use of power on New Year’'s Eve?

MR. BEDARD: Well, obviously, one of the
bi ggest concerns is all those generators. |If sonebody wants
to go out and get a generator, to install that correctly
and get a licensed electrician in there to do that. W’'re
not in the sanme position as the phone conpany where we
don’t want to have everybody turning on -- we have | ess of
an issue in everybody turning on their lights versus every-
body trying to use the phone systemat mdnight. | can't
t hi nk of anything. Ralph, Dick, anything that we have
concerns about? No.

MR. SINCLAIR: One of the things we did, Joe,
on a region-wi de basis is reached out to all the nmgjor
custonmers and there were two things we were | ooking for.
One is what is their behavior gonna be for the Year 2000
transition, so we could get a sense of what inpact that may
have on the total | oad we may see on the system
Oiginally we were expecting that we m ght see a | ower | oad
because people m ght extend the holiday, shut down
production, etc., and that will occur; but countering that

is alot of the contingency plannings |ike banking,
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i nsurance and others are actually gonna be staffed up. So
we're actually projecting a | oad where we’'re expecting
sonmeone from (indiscernible) we're seeing that because of
t he contingency planning is actually making up for that. |
think the other nessage that we’'re clearly sending in al
of our communi cations, whether it be the residential
custonmers or the mmjor custonmers, is behave normally.
Don’t do anything different. There' s no need to. W did
have an issue in Connecticut, for exanple, where the
hospitals were planning to di sconnect and go on generation
at 11:50 P.M, and we successfully sat down with them and
tal ked it over, and obviously convinced themthat that was
not the wise thing to do. So, where we see issues |ike
that arise, we’'ve tried to be out in front of those and try
to keep things, if you will, as normal as possi bl e.

MR. BEDARD: | think we’ve had a coupl e of
issues |like that in our service territory where people
consi dered that.

MR. RECORD: We have one custoner that had
pl anned initially to disconnect shortly before mdnight and
t hen reconnect sonetine after m dnight, and they have since
changed direction on that. They' |l stay connected and
reduce voltage. That's where they are right now. They do
have backup generation capability, but they will stay

connected to CVMP through the transition period.
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COWM SSI ONER NUGENT: Is there any reason to
think renotely | ocated custoners are at any greater risk
from Y2K, apart fromthe other things that happen to
renotely located custonmer? | think particularly here of
service problenms that we’ve had in the past in Jackman.

MR. BEDARD: Well, yeah, that’s an interesting
one because that’s conme up a -- we have a situation up in
-- not Jackman, necessarily, but we do have CWMP custoners
t hat are served out of Canada. They' re not only on our
grid, they’'re on is it Coburn Gore? Yeah, that’s one of
them And there’s sone others down in New Hanpshire right
on the New Hanpshire border. So, in fact we got an inquiry
froma custoner the other day about that. So, it’'s a
little nore difficult for us to answer in terns of what
their risks are. | don't think they’'re at any great risk
because all the utilities are obviously are participating
t hrough the | SO process and so forth. But, it’'s a
different question. |It’'s the same question but it’s a
little different twist when they're really not served
directly by your distribution; but no, |I don't think
there’s any risk that -- any greater risk for anybody
that’s out there in a renmote | ocation.

COWM SSI ONER DI AMOND: Let nme just ask,
generally if you're not able to sinmulate January 1, 2000,

do you rely principally on the vendors in terns of the
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enbedded chips that they are testing to see whether there’s
any date sensitive information in the equi pnment or they
t henmsel ves are doing the sinulation with the equi pnent?

MR. BEDARD: | think it’s really a 3-set
process. W rely on the vendors for information fromthem
We do do a lot of testing in our labs. W really have
sinmul ated that because we have a | ot of protective relays
out there today that have enbedded chips. W’ve actually
rolled forward into the next century and they' re still
wor ki ng.

COW SSI ONER DI AMOND: So you have done the
simul ati on.

MR. BEDARD: We have done sinul ati ons out
there. 1t’s not really sinulations. [It’s an actual
production roll over on a -- in an area where we have
protective relays that are operating with the Year 2000
date. So, we haven’'t done that for every one of them but
what we’ ve done is try to ook at the different types of
rel ays we have and then do that with at | east one -- in one
or two instances with those particular relays.

COW SSI ONER DI AMOND: There were no probl ens
when you did that | gather?

MR. BEDARD: No. W haven't had any. There’'s
been no inpact to that. | think we’ve done 18 or sonething

like that at this point in tine at various |ocations
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t hroughout the State, and custoners -- unless you tell them
about it, they have no idea we’ ve done that kind of thing.
So we’ve done a lot of that kind of stuff, simlar to sone
of the power plants in other parts of the country that have
rolled their plants forward into the next century and
continued to have themrun. And we’ve also done that with
our energency managenent system -- not emergency
management, energy nmanagenent system Taken that system
when it was actually running live and rolled that forward
into the Year 2000 and it continued to operate as normal.
So we’ ve done sone actually what | would characterize as
live testing on sinulation, as nmuch as we can do, to
further denonstrate that the risk is |l ess than what we
m ght antici pate.

COVM SSI ONER DIAMOND: | realize you're not in
t he generation busi ness anynore, and maybe this is nore for
Jimthan for you; but is it your sense that the generators
have done the kind of testing that ought to be done, done
the sinmulations or whatever testing is appropriate for
their facilities?

MR. BEDARD: |’'Il refer that to Jim | guess
at this point.

MR. SINCLAIR Yes. Everybody -- all of this
again, is part of an industry-wi de program There are

protocols and guidelines for all pieces of what conprise
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t he bul k power system and there’s protocols for the
distribution system So again, a high degree of confidence
on that. That was an issue, too, with the sense of
sonebody bought sonebody el se’s asset and the physical
transfer was occurring right in the mddle of preparation
for Y2K, what’'s the deal? Obviously the purchaser wanted
to be assured that the programwas in place and obviously
it took responsibility to carry the programthrough. That,
again, was an issue that we spoke to extensively in
Connecti cut.

COWM SSI ONER DI AMOND:  Thank you

MR. SUKASKAS: Thank you. We' Il turn to
Bangor Hydro. Mke WIIians.

MR. M KE W LLIAMS

| appreciate the opportunity to conme here today and
conmuni cat e Bangor Hydro’s Y2K status, as we’ve al
i ndi cated that communication is very inportant and | think
we follow the national trend where people are |ess
interested, actually, at this point, which wasn’'t what we
t hought it would be early on. | think that’s due in nost
part to the industry and people within the State taking a
proactive approach to conmuni cati on.

When we were here on May 19'" we indicated we were on
track to neet our June 30'" deadline with our critica

items. In fact, we net that deadline, actually exceeded it
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alittle bit. W were done with our critical items and

al nost all of the non-critical itens in the electric system
prior to that, about md June and foll owed closely before
the end of June by our IT systens. Those things included
for Bangor Hydro our entire electric system internal tele-
comruni cati ons systems such as PBX devi ces, computer

net wor ks, both the w de area networks and | ocal area

net wor ks, keep our internal IT system up and running, our
maj or applications such as our custoner information system
and our geographic information system and our financi al
systens and key facilities such as UPS devices and backup
generators for our |IT conponents and whatnot. We were very
happy to report to NERC that we were ready and weren’t on
their "B list | guess I'd call it.

We al so conpl eted our contingency planning which we --
with the Comm ssion. Qur contingency planning, we didn't
wite a tone on it. The mpjority of our contingency
pl anning is staffing plans so that we can have peopl e
t hr oughout our service -- key points in our service
territory. We don’'t have a | ot of devices that are
controlled digitally. W put folks in the areas where
t hose devices are and again, nost of that contingency plan
rel ates, as Peter was indicating, that we want people to be
able to react to a non-Y2K event very quickly so that folks

won't think it is a Y2K event.
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Si nce June 30 what have we been doing? W nonitored
changes in our systems. As you know, vendors do
occasionally change their mind. As it relates to
restructuring we’ve inplenented some changes in devel opnment
environnents that we’ ve been keeping very close track of.
Kind of a clean nanagenent event that we're trying to nake
occur to make sure that we know what all those changes are
and if they have any Y2K inpact. We' re nonitoring our
vendors and obvi ously what folks |ike | SO and the rest of
the industry are doing to nake sure that nobody has conme up
with a device in the distribution systemthat actually
woul d cause a Y2K outage. | think that’s a pretty strong
statement that folks |ike NERC and EEI and whatnot have
come out with, that they haven’t found a single device that
woul d cause an interruption of service in a distribution-
type entity. W' re continuing to test ancillary systens,
sone stand-al one desk top applications. These are non-
critical itenms and | suspect we’'ll be testing those right
up through year end, as nost folks will, as changes occur.

We are also, as CWMP indicated, continuing to refine
our contingency plans as things change a little bit, and
our transition plans. W also have a detailed transition
plan. Qur transition plan windowis a little bit |arger.
We start the weekend before January 1°' taking critica

backups of our conputer systens and maki ng sure that we



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

B- 37

have a couple different kinds of backups all stored on an
off-site location. W also have very detailed, alnpbst to
the minute, transition plans during the night of the 31°%;
who' s gonna be where, what will they be doing, what’'s their
role, what’'s the communi cati on channel and so on. W’re
al so taking the opportunity to update |ogistical things
dealing with the nedia. W’ ve taken the approach if you

can’t beat ‘emyou’'re gonna join ‘“‘em So, we’'re gonna
invite theminto our place and give updates at certain
interval s, although those exact intervals haven't been
deci ded yet; but they're very simlar to the press rel eases
you were referring to before. Thinking of giving them
sonething earlier in the day for their 6 o' clock news cast.
As things -- events transpire throughout the world we'll be
nonitoring those and commenting as to how those affect or
won’'t affect us. Then we'll give them sonething for their
6 o clock news cast and probably invite themin one nore
time before mdnight to re-appraise folks how things are
going and shortly after m dnight to see the status of our
systent and we have communi cation channels to a central war
room or project office if you will, adjacent to custoner
service that we’'ll be able to keep apprised of.

Let me see. More inportantly, | think, and | all uded
to it earlier, that communi cations is a big thing.

bel i eve Bangor Hydro, as well as others across the
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i ndustry, have done a real good job of communicating. W
have an extensive detailed Web site. |If you folks haven’'t
seen it, | urge you to go out and do it. Conmmunity groups
like the City of Bangor Community Initiative have really
done a good job, | think; and | see M chael Petersen and
Quita Ryder who are nmenbers of that, and we’ve nentioned
the Governor’s Task Force. | think in no small part is the
-- people’s fears have been all ayed because we’ ve taken the
opportunity to communicate this.

The one area that we are stepping up efforts inis
virus protection. No viruses could actually conme in
t hrough the network and disturb our electric system if you
will. This is nmore froman IT standpoint. W want to neke
sure that when we -- before and during and after the
transition that we | ook very closely at what things are
com ng in through our external comunications, such as the
Internet, and make sure that those things are very clean.
So we're taking steps in that direction, especially as nost
of the press |ately has been oh, by the way, we can shut
your system down by hacking through it. So, we are
stepping up efforts in that area.

|’ d be nore than happy to take any of your questions.

COWM SSI ONER NUGENT: One question that

occurs, not just for you but anyone else who's yet to

testify, you refer to the fact that you' Il be nonitoring
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events that occur earlier in the day. | gather what you're
referring tois the fact the it’s the transition -- the
shift over the year starts nmaybe 18 hours or nore earlier
at the date line and starts sweeping across, comng from
east to west. And there has been reported that while U S.
busi nesses, and particularly utilities, are well prepared
and confident that no major disruptions will occur, that

t he sane assurances can’t be given el sewhere. |s there any
i kel i hood that extensive coverage of what coul d be outages
el sewhere if they actually occur will cause behavior on the
part of U S. consuners that could unduly stress the systens
in a way that you m ght not have tested for?

MR. WLLIAVMS: Anybody else feel free to junp
in, but ny feeling is that yes, and that’s why it’'s
inportant to identify those places that are simlar in
structure to our systemso that if there are outages that
occur, as we all know sone countries have perfornmed their
Y2K diligence not quite as well as others. So | think it
is inportant for us to identify those areas that are
simlar in structure and see how they do; and if they don’t
do so well, quickly ascertain why they didn't and see if
you can rectify it before the transition happens to you;
but yes, | feel there’s a big risk that if things aren’t
going well as time zones change that people are going to

pani c.
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COW SSI ONER NUGENT: |’ m not sure whet her
you’ ve got enough time to react in that circunmstance; or
if the systemhas a particular vulnerability in that case.
| can see a report that half of India and all of the
Ukr ai ne went down and everybody gets upset.

MR. SINCLAIR: 1’1l give you one exanple. |
actually have a person with direct commrunication through
| SO New Engl and to two | ocations; one being Geat Britain
and that’s through National Gid, and now the relationship
wi th New Engl and El ectric has given us that opportunity. So
it’s a person in the control room where we can get good
gquality information about what’s going on versus CNN or any
other what 1’|l call third party or second hand; and al so
in the case of |1 SO New Engl and, Australia; and then other
control areas that conprise the Northeast Power
Coordi nating Council have partnerships with others |ike
Tokyo, by way of exanple, with Hydro-Quebec. So these
rel ati onshi ps have been established and we have a sharing
networ k, again, that allows us real tinme to share this
information right to CMP, not just to | SO New Engl and, but
ri ght through this integrated network; and | share your
concern. It's simlar to the one we tal ked about the
lights going off at 12:05 on Nunber 5 Fire Road, or
what ever, that you get a reaction that says what was that

and it’s inportant that we be able to communi cate and
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convey that and m nim ze any type of panic reaction.
Again, | think we're confident that the systens that are
simlar to ours, technol ogically speaking, should do fine;
and hopefully that’ ||l again calibrate and validate, if you
will, all the work that’s been done. | don’t think we're
expecting that we should see nuch different there, but
there will be parts of the world that nobody really has a
good handle on. W’ ve had the Russians in to visit, |SO
New Engl and, on two occasions. To them power outages of 8
hours is not a big deal. You do that in New Engl and, you
know, system w de, we haven’'t been there in 30 years and
don’t plan to be there. So again, it's just a different --
al nrost a different take on the whole thing. So it wouldn’t
surprise me that to them an 8-hour outage until they figure
out the problemis a yawn. But we’'ll watch it closely.
W'l communicate. That's why the partnership that we have
t hrough Joe and Norm t hrough our nornmal enmergency
communi cati ons channel, both directly from CMP and the | SO
to you folks, is again to help get that information to you
so you can hel p manage what ever the outcone could be from
what ever is transpiring.

MR. SUKASKAS: Okay. Thank you. Up to the
County, Maine Public, would you m nd identify yourselves
for the reporter, please.

MR. EATON: M chael Eat on.
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MR. LaPLANTE: Larry LaPl ante.
MR CYR Bill Cyr.

MR. LARRY LaPLANTE

Good nmorning, I'’mgoing to do the presentation, and
M ke Eaton and Bill Cyr are part of our Y2K project team
and are available to answer any particul ar questions.

Mai ne Public Service considers itself -- mssion
critical systens to be Y2K ready, based on our eval uation
of these systens and representations fromexternal parties
over which we have no direct control. W cannot foresee
any reason for power outages due to the Y2K problem Mine
Publ i c has been working on its Y2K readi ness program for
some time. In early 1998 we set up a project team nmade up
of managers in critical areas of the Conpany. Both Bil
Cyr and M ke Eaton are critical nmenbers of that team W
devel oped a Conpany-w de approach to managi ng the issues
associ ated with the Year 2000 issues. This teamreports
directly to our CEO and regularly reports to our Board of
Directors on the status of various projects. The Conpany’s
Y2K pl an prescribed specific processes to follow to
i nventory, assess, test and replace nonconpliant systens.
Where possi bl e we used i ndependent testing results and we
devel oped contingency plans for all of our mssion critical

syst ens.
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On Septenmber 8'" and 9'" we participated in a test

whi ch was part of our Year 2000 preparedness plan and we
checked and tested our conprehensive contingency plans. W
di d uncover a few m nor deficiencies which have been since
corrected. CQur plan took into consideration the inpact of
NB Power with respect to the tinme zone differences and our
dependency on our interconnection with NB Power. This
system -- we successfully tested the black start
capabilities of our Tinker Plant, of our fornmer Tinker
Plant, in New Brunswick. O course, that plant is still on
our system We also have a swtching plant in place to re-
energi ze our systemin case we | ose the interconnection
with NB Power; and obviously, in past hearings we’ ve
i ndicated the inportance of that interconnection with New
Brunswick. | think the last time we net there was a
representative from NB Power here tal king about their
specific plans and their relationship with I SO New Engl and
and so forth.

COWM SSI ONER NUGENT: Have you any concern
about NB Power’s readi ness?

MR. LaPLANTE: NB Power consider thenselves to
be Year 2000 ready.

COWM SSI ONER NUGENT: And you don’t have any

reason to doubt that.
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MR. LaPLANTE: Don’t have any. W’ ve been
continuously nonitoring their activities, receiving
information fromthem on their plans and their readi ness.
We have al so received sufficient information from our
system generators | ocated on our systemthat they are also
Y2K conpliant. W are in contact with our |arge custoners
trying to determ ne what their | oad requirenents are gonna
be over that New Year weekend. We also have been in
contact with all of our systemgenerators to nake sure that
they will be on-line in case an interconnection is |ost.
We believe that with the generation avail able on our system
we can support our | oad requirenments over the New Year

On December 31°' we have -- part of our preparedness
plan with require the deploynent of about 20% of our staff
to various key locations. They will be on duty from about
10:30 P.M to about 2 AM Again, the deploynment of these
peopl e are an insurance policy. They' re gonna be at key
| ocations. |If there is anything that happens that is
unforeseen, they' Il be there. W can manually do things to
make sure that any | oss of power will be limted and our
customers will have service back as soon as possible.

Are there any questions?

CHAI RMAN WELCH: Do | recall correctly that
Nova Scotia actually rolled its whole systemforward a few

nmont hs ago?
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MR. SINCLAIR: They rolled a plant forward and
have operated that plant since then in that configuration.

CHAI RMAN WELCH: | was wondering, in any of
these roll forwards that people have done have any sort of
probl ens turned up?

MR. SINCLAIR: Not that |’ m aware of.

MR. LaPLANTE: There’'s one generator | ocated
in Aroostook County that has rolled their system ahead and
last | knew they were operating in the Year 2000 node with
no probl ens.

MR. SUKASKAS: Thank you, Maine Public. W' ve
heard fromthe investor-owned utilities. A nunber of
Mai ners are served by consuner-owned utilities, virtually
all of which are nenbers of the Dirigo Electric Co-op.
Sharon Staz, from Kennebunk Light & Power representing
Dirigo can fill us in on them

MS. SHARON STAZ

MS. STAZ: Thank you. Sonetimes | feel |ike
we’'re at the bottom of the food chain; other tines | feel
like we’re on top of it due to the lack of sophistication
and conputerized equi pnent within our systens; but as many
of you may know, out of the eight nmenbers of Dirigo, three
of themare islands. The islands typically are quite self-
sufficient and fiercely independent. They are prepared for

this. They ve filed their contingency plans. They’ ve
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checked their systens, nost of which are all manually
operated and they are staffed to 7 24 every year and every
New Year. So, they don’t seemto have concerns. They're
very reliant on Bangor Hydro and Central Maine Power and
we’'re taking great confidence in the fact that those
systens will continue to feed the islands. |If they don't,
two out of three of them have di esel generators and w ||
sinply revert back to the nethodol ogy that they used up
until the md 1980s of self-generation and self-reliance.
On the mainland, three of our systens are, as you well
know, in the hinterlands of Aroostook County. Van Buren is
going to secede to Canada, | think, if need be; but

they’ ve, again such a small system constant contact with
W ther community trying to spread the sanme nessage that al
of us are, that this is something to be prepared for but
not to panic about. Houlton Water Conpany has plans to be
conpletely staffed that evening, bringing in their entire
crew, as well as their famlies, and having a New Year’s
Eve party at the plant. W suggested that maybe that’s the
hottest spot in town to be, and they m ght open it up to
the community; but they' re feeling quite confident that
their systens have all been checked; and again, their staff
is prepared to carry on. EMEC, | spoke specifically with
Scott Hallowell, who is their Y2K conpliance officer as

well as being their conptroller and he assured ne yesterday
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afternoon that all of their critical systens are indeed Y2K
ready and conpliant and/or have been renedi ated. So, they
feel anything involved in their systemthat would keep the
el ectrons flowi ng neets all the Y2K conpliance necessary.
They don’t seemto have any concerns about any of their
other billing or conputerized efforts in that way. Scott
again said, as Maine Public did of course, they are reliant
on New Brunswi ck for their transm ssion, but they’ ve been
in contact with them and have received assurances from New
Brunswi ck that they are indeed Y2K ready and they don’t
expect to have any problens there. That |eaves Madi son and
Kennebunk. We are reliant on CMP and have been in touch
with them Kennebunk sent out a newsletter on Y2K to al
5,300 customers in our systemand | don’'t know whether it
was a great newsletter or the fact that no one read it, but
we didn’t receive one single phone call as a result of that
letter. That went out in September. We’'ve tried about
every other nonth to give sonme type of comrunication to our
customers, either directly on their bill or with encl osures
i ndi cating again the nessage that we’ve tested everything
internal to our systens. W are, indeed, ready. W don’'t
see New Year’s Eve of Decenber 31, 1999, being any
different than any other one except that a |lot nore of us
wi |l be working that night than we have in the past; and we

seemto be getting that nessage across.
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| do have a couple of coments. | think it would be
extremely hel pful, maybe this has been done in sone of the
ot her systens, but | know I personally haven’'t received
anyt hing, but for those of you that are establishing these
hot |ines and these communi cations centers, that if you
could get to the managers of each of the consuner-owned
systens what the hot |ine nunber is, who should we cal
that particular night so that we can get a direct line to
soneone to say whether it’s your systemthat’s gone down or
t he pool that’s gone down or sonething that’s happened
somewhere el se. That woul d be extrenely hel pful, and I
will make sure that we do the sanme. |f you get that person
to me, I'll get the nanmes of the consuner-owned and their
own phone nunbers or wherever they're going to be back to
you. That's a critical link and I know soneti nes when we
have had | ow voltage requests or generators cone on-1line
j ust because of the problenms in the pool, sonetinmes it’'s
been a little difficult to get to the right person because
CMP's line, for instance, are so busy with every consuner
calling wanting to know what’'s up, and if I'’mcalling that
same nunber, it doesn’t matter whether |’ mthe manager of
another utility or Joe Blow off the street; and it
shouldn’t. W should be treated equally in many ways, but
in some cases maybe we need to have a little nore direct

information, and that can hel p us take care of sonme of the
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folks in our area. W all get calls from our nei ghboring
utility people, particularly in the areas where we serve --
sone of our towns are split and served by other utilities.
Those residents of our towns will still call us and want to

know what’ s happening; and if we know what’s goi ng on, we

can help calmthose fears. So, |I'lIl make that pledge to
you on behal f of the eight consuner-owneds. If you |l show
us the sanme information, it will be very hel pful

The other thing that we have had in the past, and |’ve
shared with you, is a concern about what happens the day
after the novie Sunday night. Wat happens the day after
sonme generat or sal esperson decides to panic the elderly in
their all electric condom niuns and that kind of thing?
What we’ve tried to do is offer to any of our custoners if
they want to | ook at a generator to share that infornmation
with us, we’'ll be happy to evaluate it for them we' |l be
happy to give them an idea of whether or not we think it’s
a good deal, whether or not it’'s priced appropriately.
We' || give them advice on howto get it installed and nmeke
sure that they understand why they’ re purchasing that piece
of equi pnment and that kind of thing; and all of us have
been doing that. W are indeed in our comunities and a
| ot closer to our custonmers than some of the other
utilities by virtue of size. And we’ve had sonme people

t ake advantage of that. Once again, our mi ssion has been
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to say to themthis is an individual choice. It’s

sonet hing that you need to be concerned about for nore than
this reason if you have concerns, and to offer to them
contingency plans. W’ ve worked, for instance, with our
community. |If we have people that are on dialysis

machi nes, which seens to be a concern of several people,
we’ ve worked out a way, or we will offer themfree
transportation to the hospital that will be operating on a
generator so that they don’t need to go to that expense

t hensel ves if they choose not to. So, we're offering them
alternatives as well as trying to assure them of the
integrity of the electric system

COW SSI ONER DI AMOND: | woul d just ask the
general question to everybody, is there a sense there’s
anyt hing nore that we ought to be doing as a Conm ssion
than is now being done? |’ m happy not to have an answer,
but since you' re reporting on what you're doing, | would
give you the opportunity to send it back our way.

MS. STAZ: | think you' ve done a good job in
terms of hel ping us communicate with each other, and that
is critical.

MR. SUKASKAS:. Before anyone has any thoughts
on that, let’s keep on noving. Let’s keep with energy for
the nmonent. Thank you for the electric sector. |If we can

ask CMP Natural Gas and Northern Utilities to come on up
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and fill us in on their preparations. From CVP Natural GGas
we expected to see Darrel Quinby, Gary Kenny and Tim
Kel | ey.

MR. GARY KENNY

MR. KENNY: |'m Gary Kenny. | expect Timvery
shortly. Darrel won't be here.

MR. SUKASKAS: Okay. Well, why don’t we get
started. CWP?

MR. KENNY: Sure. As you're well aware, we’'re
a start-up conpany. Everything that we have procured we’ ve
recei ved vendor assurances that those itens are Y2K
conpliant. Qur only distribution systemnowis in Wndham
The metering and regulating station is nonitored by New
York State Electric & Gas’ gas control center in
Bi nghant on, New York. They have gone through an extensive
Y2K conpl i ance program there and assure us that they are
i ndeed conpliant. The netering and regulating station is
nmonitored via telephone lines. It dials into NYSEG s gas
control in an alarm ng situation and is dialed up by
NYSEG s gas control for periodic nonitoring. |In the event
of |l oss of conmmunications, everything can be nonitored
manual |y at the station. In the event of | oss of
electricity to the station we do have an energency
generator that will provide backup to the station. CQur

plan for nonitoring the station is to dial into it, either
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directly ourselves or have NYSEG do it, if indeed the
comruni cations are available to NYSEG to verify that the
station is not operating -- that it is operating, excuse
me. |If there is a problemwe will respond imediately to
the station. The delivery of nechanical gas is nechani cal
It's dependent on electronics for two things, one of which
is the heating of the gas as it’s reduced in pressure.
Wth the | oad that we have on our system now, those

probl ens that devel op through the | oss of power would not
be i mrediate. There would be time to get the generator
hooked up and power in the station before any problens
develop with that.

The second use of electricity in the delivery system
is the odorization system However, currently the pipeline
gas being supplied to us is odorized to a |evel that
exceeds our O&M standards. |f that changed and becane an
i ssue, again the energency generator woul d power that
odorant system

Agai n, the event of |oss of communications, if al
communi cati ons are |l ost, we depend on tel ephones and
cel lul ar phones. However, we do have sonme hand-hel d
portable radios for |ocal communications, one of which we
woul d provide to the Wndham Fire Departnment so that they

could get in contact with us.
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And regarding the conmputer systemin our office, we
have a network of PCs. Basically, the only thing if for
sonme reason we have a problemw th those, it would affect
billing. As it is now, our billing systemis an Excel
spreadsheet which is backed up. So that should not be a
problem Billing is probably not | ooked upon as an urgent
thing if we do have problens with Y2K

That’s all | have and |I’'d be glad to answer any
guestions that you may have.

COWMM SSI ONER NUGENT: \What are the hazards
associated with a disruption in natural gas fuel to your
custonmers? You have a limted nunber of custoners.
Generally they would have new technol ogy in place. The
hazard -- there is inconvenience and disconfort if you | ose
your heating source, or cooking if you re a Friendly's, or
whatever it is. |Is disruption and restoration of service a
risk of gas flowng without a pilot Iight or do you have --
is all this equipnent of a generation such that that hazard
is reduced or elimnated?

MR. KENNY: VWhat we would plan to do, if we
knew t hat our gas supply were to be interrupted, again
because the delivery to us is all through nechani cal
equi pment, unl ess the supplying pipeline conpany shut us
down at our tap point, that |oss would not be imedi ate.

There woul d be sonme capability to operate off |ine pack
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and again, that is a function of the gas we'd be taking off
the system |If there are power plants that are still
operating and there is no supply comng into the pipeline
system that |ine pack would be depleted very quickly. Qur
plan is to shut down our systemin a controlled fashion
such that we maintain at | east some positive pressure;
i deally, somewhere in the order of 20 to 30 psi so that
there is gas in the system W would contact all our
custoners, get them shut off in a controlled fashion.
Hopefully we would -- the supply to us would | ast |ong
enough so that we could shut down in a controlled fashion.
But as far as the equiprment with no gas supply, we woul d
shut everybody off at the meter if there was a | oss of
supply, so then with no gas conmng in there would be
hazar d.

COWM SSI ONER NUGENT: In a custoner’s neter or
some bul k neter?

MR. KENNY: At the custoner’s neter.

COW SSI ONER NUGENT: And then you woul d have
-- you're equi pped or prepared or manned to be able to
bring people back up as supply returns?

MR. KENNY: Yes.

COWM SSI ONER NUGENT: And your custoners are

all non-residential right now, is that right?
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MR. KENNY: We have one residential custoner
on-line now and I think we will have | believe it’s nine
others that are lined up to be connected very soon.

COW SSI ONER NUGENT: Prior to January.

MR. KENNY: Correct.

COW SSI ONER NUGENT: | won’t ask how many
m | es of pipe you have installed versus how many m | es
there are in Wndham W’ || save that for another context.
Thank you.

MR. SUKASKAS: Okay. Northern Utilities.
Again for the reporter would you mnd identifying
your sel ves, pl ease.

MR. DAN COTE

MR. COTE: Yes. |’m Danny Cote. | am
Northern’s Vice President and General Manager. | have with
me Barbara Farrell from our IS departnent.

Wth the Comm ssion’s permi ssion, the last tinme we
were here we really covered the IS aspects of our Y2K
remedi ation, the inventory assessnent renedi ation and
testing. Those are conplete and, again, have been
successfully conmpleted. So I'd like to take the next few
focus to focus really on the operational issues around
12/ 31 and the Y2K aspects of operating a gas system

If you go to page 4 in your handout this really tells

the entire story of an integrated gas network. 1In terns of
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exposure to individual LDCs, we are all virtually dependent
on the pipeline system the interstate transm ssion system
t hat feeds us. Now here in New Engl and we basically have
four major, or expect to have four mmjor sources of gas by
12/ 31, two of which are Canadi an sources, PNGTS and the
Maritinmes line that you re famliar, two of which are
Central or Western United States sources, Tennessee and
Duke Energy.

We’ ve been an upstream contact through the New Engl and
Gas Association with all of those pipelines and the New
Engl and Gas Associ ation, under its operating board which I
happen to chair, began the Y2K pl anning approxi mtely a
year ago. Basically, every LDC in New Engl and and every
maj or pi peline supplier got together to put together an
integrated plan of dealing with Y2K. Unlike electricity,
natural gas is not a real tine commodity, frankly. Gas
travels for several days through the pipeline before it
ultimately reaches its consuner fromthe well or fromthe
producer. Now, we’ve been in contact with the producers
and the pipeliners on whom we are dependent for our supply
and find that they’ ve done a thorough job in Y2K
remedi ation. W' ve also participated in two drills with
t he New Engl and Gas Association, including a table top
exerci se and a hands-on communi cation drill that included

t hose pipeline suppliers. So, we're very conforted that
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the pipeline supply will remain pressurized through 12/ 31.
We're also, froma Northern Utilities perspective, we w |
have our critical peak shaving facilities, that the
Comm ssion is quite famliar with, those will be manned
through that tine and so what we intend to do is basically
| ook upstreaminto the supply on a continuous basis through
12/ 31 to assure ourselves of a supply; and as an industry
in New Engl and, are prepared to act proactively in
anticipating pressure drops or pressure changes in that
pi peline. So, for exanple, if one group of producers seens
so be failing or doesn't seemto stay on-line, then we can
respond i mredi ately with peak shaving before we see that
drop in pressure flow through the pipeline system So in
effect, we would take over those supply requirenents at
that point. Again, we don’t anticipate any of that but are
certainly prepared for that eventuality, not just in terns
of Northern Utilities but the entire New Engl and gas
i ndustry.

CHAl RVAN WELCH: \Where does Maritines -- has
Maritimes worked out its Canadian difficulties and do you
expect themto have gas flowing by the end of the year?

MR. COTE: They tell us they will. And again,
| wouldn’t presunme to coment on just how real that is. |

just don’t have enough expertise, Comm ssioner.
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CHAI RVAN VWELCH: But even absent Mariti nes,
you' re confident you have enough supply flow ng and that
woul d just be a redundant source at this point?

MR. COTE: Absolutely correct. None of our
suppl i es are dependent on that |ine being in service. And
frankly, we’'re fortunate in that we have with PNGIS havi ng
been up and running for nost of this year and having the
traditional supplies fromthe Central United States through
t he Tennessee and the Duke systens. We feel |ike the
supply picture in all of New England is very, very solid.

COVM SSI ONER NUGENT: Is M&N | oaded fromthe

sout h?

MR. COTE: Yes. They pressurized a -- |I’mnot
sure it’s pressurized all the way. | know they pressurized
a section through Maine. |I'mnot sure it’s pressurized al

the way to the end of the system

COW SSI ONER NUGENT: So the problemthat’s to
be worked out is the whole question of bringing the supply
on shore and the problemw th the Indians, the dispute with
the M cmacs.

MR. COTE: As | understand it, those are the
two critical problens.

COWM SSI ONER NUGENT: But ot herw se, supply
may be available up that line if anyone were to tap it from

the south; and to the extent no one’'s tapping it, it
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represents a resource that’s in the region, kind of a
reservoir.

MR. COTE: Exactly. That’'s exactly correct
because those pipeline systens really do function as very,
very |l arge holders, and by our nonitoring the upstreamfl ow
into New Engl and, we think we can act very proactively
before a probl em devel ops.

In addition to those critical plans, we’'re prepared on
12/31 to man our critical sites. W’Il|l have headquarters
in our Lew ston systenms and Portland systens operating.
We' Il have our energency response personnel out on our
system We're managi ng FEMA comruni cati ons centers so we
can coordinate with all the fire departnents in our service
territories, and are really basically planning in terns of
what happens if there is a | oss of comuni cations or a | oss
of electricity. Those are really very |low inpact itens
fromthe gas service. As the representative from CVP Gas
said, natural gas is very much a mechani cal process, and
even as you |l ook at that drawing, the two critical
| ocations are, of course, the wells and the conpressor
stations, both of which are on pipelines and all of which
wi |l be manned by our upstream suppliers. City gate
stations we're nonitoring, but there's really virtually
nothing there to fail. |If they weren't nonitored and there

were no electricity, they would continue to operate for an
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extended period quite satisfactorily. Those |ocations that
require heat, eventually that would be a problem but it
woul d certainly be hours |later and would certainly provide
anple tine to react.

In terns of the rest of the distribution system again
it’s a series of mechanical control functions that are non-
Y2K dependent. They operate now. They' |l operate on 12/31
and on 1/1/2000. So there aren’t a great deal of devices
to fail in ternms of that system though we wll be
nmoni toring the key points in our systemon 12/31 in case we
| ose tel ephone, for exanple.

CHAI RMAN VELCH: I n other words, the piece of
the systemthat steps down the pressure is nechanical ?

MR. COTE: That's correct. So, our real issue
in the event that we | ose tel ephone comruni cati ons with our
outlying areas is to sinply have people there to nonitor
the pressures to ensure that it’s operating correctly. But
again, we don’t anticipate any problenms in those. Qur
primary concerns and focus will be maintaining communi -
cations with our custoners. |In the event, for exanple, a
section of a telephone system goes down, our key
conmuni cations coordinators are with |ocal fire departnents
who typically hear of problens in their towns imedi ately.
For exanple, if there were an odor conplaint on a street,

absolutely unrelated to Y2K, but if someone snells gas
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because the pilot is out on the range, for exanple, or
there’s a | eak somewhere in the system we would sinply
want to be able to be on top of that, so we’'re manning fire
departnments, and again, as | said, the FEMA energency
command post. From an operational perspective that is
basically the plan. W’ re very conforted with the
contingency planning that we’ve done through Y2K.  Qur
testing has been very successful. W have a couple of nore
communi cations tests scheduled for over the next nonth, but
we're very confortable that we're certainly prepared for
Y2K. All of that said -- and ultimately, again, in a worse
case scenari o where there have been conmuni cati ons and
el ectrical failures, it sinply nmeans there’s | ess gas | oad
interms of the system So, we’'re prepared to nmonitor for
over-pressure in our systenms as well as under-pressure and
are confortable that we’'re ready to handle it.

That said, gentlenen, | would be pleased to answer
guesti ons.

MR. SUKASKAS: Dan, in the |ast couple of

weeks the major oil interstate pipelines have announced
that they' Il be shutting down their oil pipelines over New
Year’s Eve for several hours. In a nutshell, what's the
difference? Wiy will the gas interstate pipelines function

while the oil ones m ght be comng off |ine?
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MR. COTE: | don’t have enornous expertise in
oil pipelines, let nme say that at the outset; but nost of
t hose are connected to termnals with very large tank
storage as opposed to a real tine delivery system where the
gas that goes through our regulator, our city gate
stations, for exanple, an hour, two hours or at sonme very
short interval and | ater are burned by our custoners. In
terms of the interstate system they want to maintain that
continuously pressurized at their normal operating
pressures because it constitutes a |large storage facility.
Gas in very |large pipelines under hundreds or even over a
t housand pounds constitutes very large storage. So there’s
no advantage to taking those out of service. | think the
oi | conpanies, fromny perspective, can do it sinmply
because they can and they re connected to refineries and
storage that’'s available. So they don’'t need to be
operating continuously 24/7 functionality. The gas system
really does, and | think that’s the difference.

COW SSI ONER NUGENT: I’ Il ask the sane
question that | asked CMPNG. In the renote circunstance
that you do |ose supply to an area, is there any public
safety threat that would be associated with that?

MR. COTE: No. The difficulty is based -- is
sinply based on the volune of custonmers. As you know, we

have approxi mately 25,000 custonmers in Maine and it
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woul dn’t be a situation where as soon as the gas were
re-pressurized we could light themup. Wat we woul d have
to do is use our energency operating plans that are in
pl ace now, isolate sections of the system get to every
meter in that system shut themoff and bring them back on.
It would take days. That said, we don’t see any way t hat
we coul d be dependent -- that we could have a failure in
Mai ne that wasn't related to a | arger problemthat woul d
ei ther be New Engl and-wi de or Eastern Regional; and again,
we believe that we’ ve taken every possible step to avoid
that eventuality. W’re also, as you know, planning to man
our peak shaving facilities. So even in the event of a
pi peline problem we believe that Maine could sustain
itself for sonme period of tinme w thout pipeline capacity.
Some of that is a function, of course, of howcold it is
and | arge custonmers being on-line. W'’ve had a | ot of
comuni cations with | arge custoners. We find that many of
our large industrials are planning to shut down through
t hat period anyway, which is sort of a formof voluntary
| oad sheddi ng through the January 1°' period. We're
pl anning for those kinds of things and absolutely are
confortable that we’ve taken every possi ble contingency to
prevent an outage.

COWM SSI ONER NUGENT; One question on your

page 4 diagram \What is inches, wc?
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MR. COTE: Water colum. |[It’s a neasurenent
of gas. Typically in our |ow pressure systens in inner
Portl and, for exanple, and Lew ston/Auburn, the appliance
is operated at Y4 of a pound of gas pressure. That's called
| ow pressure. It’s just a neasurenent on a water gauge.

COW SSI ONER NUGENT:  Thank you.

CHAI RMAN WELCH: If, for exanple, there was a
problemw th the production -- on the production side that
sort of stopped new gas conming into the pipelines, how | ong
coul d your system go wi thout having to go out and shut off
meters, just fromthe storage that’s sitting in the
pi pel i nes?

MR. COTE: That's very much a function of
tenperature. Certainly, it could go hours in Maine, for
exanple. Assuming that Granite State did a few prudent
t hi ngs, our upstate supplier, if they closed sone critica
valves to hold the pressure in the system if we got --
certainly we would want to get peak shaving facilities on
very quickly, but there is that sort of time. Again, it’s
not real time in the sense of electricity where the
nol ecul es are at the speed of light. A typical gas
mol ecule in a pipeline travels at about 35 mles an hour.

CHAI RMAN WELCH: Okay, thank you.



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

B- 65

MR. SUKASKAS: Thank you very much. W' 1|
take a short break now for about 15 m nutes and reconvene
with Telcom and drinking water utilities.

OFF RECORD

(Back on the record)

MR. SUKASKAS: Ckay, we’'ll resune our briefing
on Y2K readi ness of Maine utilities. W’'re gonna be going
to the telcom sector next. FromBell Atlantic Maine we
understand that Bernie Pfeiffer and Ed Di nan are here to
talk to us. GCentlenen.

MR. ED DI NAN

Bernie’s gonna go through the detail on -- and the
only thing I want to nake is sone opening comments, a
coupl e of things.

First, our focus now is contingency planning. W’ ve
gone through all the testing. W’'re very satisfied with
our testing on June 30'". W were very satisfied with how
well our test went 9/9/99; and as a matter of fact, as we
speak we’re going through in our corporation an energency
preparedness test today, so | appreciate Bernie being here
in Maine as opposed to being down and bunkered down in
Phi | adel phi a; but we’'re very confident that not only has
our testing worked well but that we have a viable and vital
contingency plan. W filed the contingency plan on

November 10'". We issued a press rel ease yesterday. |’'m
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going to be very frank. This is my expectation. W were

just interviewed briefly by the Bangor Daily News. The Y2K

movie is comng out this weekend and | see that as an
opportunity in some ways to -- because | think there Il be
sonme press com ng out of the novie; and what we’'d like to
do in our case is issue an additional press release after
the novie. W’'re planning to provide our contingency plan
after the nmovie. | think this will be an opportunity for
us to allay any fears that the public may obtain from
seeing the novie. One parenthetical coment is that, and
the trail is on the novie, while there are problens wth
ai rpl anes and ot her things, the tel econmunications services
wor ked during the entire novie. So, if you have any
problems give us a call. | think we're gonna do the things
-- | think the timng is right now as we get closer and
closer to January 1% to spend nore tine, and we're spending
time and Bernie will talk about it, comunicating with our
customers, making sure they know that all the work we’ ve
done has put us in a very, very good position to be
responsi ve on January 1%'. Today we’re going through some
testing. W are now getting people ready so that they wl|
be ready during the critical period just prior to January
1°' and then after January 1°' to answer customer questions
to make sure everything is going well; but we’'re gonna

spend nore tine maki ng sure that our custoners and the
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Commi ssion are aware that we’'re ready not only in ternms of
our testing and in ternms of our fundanental plans, but also
our contingency plans.

Wth that, I’Il turn it over to Bernie who's going to
go through where we stand right now on a tine tabl e basis,
updating us fromthe last time he and | came here to talk.
Bernie? This is Bernie Pfeiffer.

MR. BERNI E PFEI FFER

My nane is Bernie Pfeiffer. Good norning Chairnman
Wel ch, nmenbers of the Conmmission. | amthe Executive
Director for the Year 2000 program external affairs. On
behal f of the corporation |I'd |like to thank you for the
opportunity for Bell Atlantic to again informyou of the
steps that we’'re taking to address the Year 2000 probl ens
and our roll over event planning. M remarks are a
consolidation of my witten testinony, which has been
provi ded to you.

Bell Atlantic’s goal was to have its network and ot her
m ssion critical systenms Year 2000 conpliant by the end of
June, 1999. Bell Atlantic net that goal with the exception
of a small handful of itenms which have since been cared
for. The successful conpletion of this effort is intended
to ensure that Bell Atlantic’s teleconmunications services
wi Il continue uninterrupted on and after New Year’s Day of

the Year 2000. 1In addition to our Y2K conpliance program
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we are also currently reviewi ng, refining and testing our
contingency plans. Again, as Ed nentioned, today in fact
is what we call a live fire exercise. W have all of our
conmand centers up and running interconnected with our
enmergency command center which is actually at 1095 Avenue
of the Anmericas in New York; and we will be testing not
only the communi cations of that, but also interjecting
different exercises or different situations to see how
people react to it and to make sure that the appropriate
actions are taken on the part of the people who are in the
command centers.

We have al so nost recently filed a copy of our
contingency plan with the Maine Public UWilities Conmm ssion
and we expect to be able to handl e any unexpected events.

Qur conpliance program focused on core buil ding bl ocks
of our telecom network, which is made up of tens of
t housands of conponents, ranging fromcentral office
switches and ot her network elenents to software
applications and main frame conputers. In ny expanded
testinony there’s a detailed accounting by category for
your i nformation.

Testing has been and continues to be a key conponent
of Bell Atlantic’s overall Year 2000 conpliance strategy.
Al'l systens and equi pment have been tested individually,

known as Level 1 testing, and in clusters called Level 2
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testing and by interoperability testing between systens and
anong carriers where appropriate. Testing has been
conducted by Bell Atlantic directly, sonmetines by vendors
|i ke Tel ecordia (sic) Technol ogy, formerly known as
Bel l core, by consortias such as the Telco Year 2000 Forum
of which GTE is also a nmenber, and ATS, the Alliance for
Tel ecommuni cati ons Sol uti ons, which includes inter-exchange
carriers, conpetitive carriers and tel econmunications
vendors. W' ve also recently conpleted a testing program
with the North American Electric Reliability Council, NERC,
and AT&T to jointly test circuits representative of the
type used by electric utility conpanies to comruni cate
anongst thensel ves and their control centers.
Specifically, these test addressed the data circuits that
are used to transmt data fromrenmote telenetry units, or
RTUs, typically |located at substations, to the power
conpany control centers and the SCADA systens, and fromthe
| ocal power conpany control centers to the regional power
pool control centers. The inportant thing to understand is
that this was a joint and concurrent test where both the
electric utility equipnment as well as the Bell Atlantic and
AT&T comruni cati ons equi pnment was tested sinultaneously in
a date forward node. The results are very positive and are

avail able at the NERC s Wb site.
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As part of our Y2K program we’' ve al so devel oped a
corporate Year 2000 contingency plan which I have a copy of
here and which has been filed with the Conmmi ssion to ensure
that core business functions and key support processes are
in place for uninterruptible processing and custom service
even in the event of unexpected disruptions. This neans
pl anning for service continuity in the event of a | oss or
interruption or flow of data or power either internal or
ext ernal .

As a public tel ecommunications carrier we’ve had
consi der abl e experience successfully dealing with natural
di sasters and other events requiring contingency planning
and execution, nost recently with Hurricane Floyd this past
Sept enber and with the ice stormup here in January of ’98.
As part of our effort to devel op appropriate Year 2000
contingency plans, we’ ve built on our existing emergency
preparedness and di saster recovery plans for any necessary
nodi fi cations. Wiile we do not expect that we will have to
trigger our contingency plans, we will be prepared
nonet hel ess. To help ensure that our tel ecommunications
network remains Y2K conpliant, we’'ve inplenmented a clean
managenent systemintended to prevent the re-introduction
of errors into renmedi ated systens and a software and
network stabilization period to mnim ze changes to the

producti on environnent during this period of tine.
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At the tine of the roll over event, Bell Atlantic wll
be operating an energency operations center which will be
moni t ori ng our regional network operation centers and
prepared to respond to any energency. The EOC will be in
contract with control centers representing the various
functions and business units within Bell Atlantic. These
control centers will be nonitoring their own equi pnent,
peopl e and service situations and reporting extraordinary
events to the ECC. The command centers and the ECC wil |l be
prepared to direct restoration of service, coordinate with
federal and state EMAs should disruptions occur. Bel
Atlantic external affairs will be part of the emergency
operations center and prepared to proactively inform
governnmental , regul atory and nedi a agenci es should
somet hing occur. In addition, beginning 6 AM on Decenber
31, 1999, the Bell Atlantic EOC will be participating in a
follow the sun program which will put us in contact with
the Far East where Y2K will first begin and then in
successive time zones working their way west. In this
fashi on, working cooperatively with our vendors and ot hers,
we will be able to know if problens are being encountered
and whet her they affect the type of equipnent that we use
in our network.

In order to keep our custoners infornmed, Bell Atlantic

has also instituted the Customer Notification Programthat
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targets all of our custonmers, business or residential,
large or small. This is a multi-pronged effort conposed of
cust oner awareness sessions throughout our footprint in
Mai ne as recently as October 8'" and witten conmmunications
to residential custoners via the June bill inserts. There
wi || be additional conmmunication by envel ope and bil
insert teasers in | think this nmonth and in Decenber.

For customers interested in finding nore informtion
concerning Bell Atlantic’s preparations, our Wb site is

www. BEL- ATL. com year 2000. As | hope you can see, Bel

Atlantic is commtted to ensuring that our telecom
muni cati ons network continues to operate in an
uni nterrupted fashion well into the next mlIlennium CQur
remedi ati on program conbined with our contingency pl anni ng
efforts and roll over event preparations at the ECC, we
feel very well prepared to tackle any issues that may be
t hrown our way.

Thank you for this opportunity and |I'’m prepared to
answer any questions you may have.

CHAI RMAN WELCH: Do you have any sense -- one
of the things we’ve heard a couple of tines this norning is
that a ot of people are using the Web to di ssem nate
i nformation; but presumably, to get on the Wb peopl e have
to use a phone line. That’'s correct for the nost part. Do

you have a sense of what the likelihood is of just too many
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peopl e getting on the system either just before or just
after the roll over and what’'s your plan for dealing with
it?

MR. PFElI FFER: As you may be aware, on any
typical New Year’s Eve for a short period of tine,
i mmedi ately after watching the ball drop on Times Square on
TV, there is usually an overload on the tel econmuni cations
systens. People call up to make wel | -wi shing phone calls
to their |loved ones. That period of tinme is usually fairly
short, 5 to 10 m nutes, sonething like that, and then
rel axes as the amount of |oad goes down. This year is not
expected to be an exception. W wll deal with that and be
nonitoring that fromthe standpoint that while there s no
i mredi ate action that can be taken to increase the amunt
of capacity on the network, we'll be watching to make sure
t hat these overl oads don’t sonmehow trigger additional or
unusual bl ockages or other events which need to be taken
care of.

MR. DI NAN: One other additional thing, Tom
t hat we have done and are doing, consistent with other
t el ephone conpanies, is we are sending out nessages that
peopl e should be careful particularly right after m dni ght
of their tel ephone usage for exactly that issue. W're
trying to |l et people realize don’t just junp and use your

phone i mmedi ately as the clock strikes 12. W’ Il be
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continuing to do that, and | believe we’'re going to be
putting some of those nmessages out, particularly around
this event this weekend so people are cogni zant of the fact
that that’s sonmething they should be a little bit concerned
about. Use the phone in an intelligent manner for
essential calls and let’s keep the phone |ines open during
t hat peri od.

CHAl RVAN WELCH: Two things. One is is there
any -- do you have any sense that people m ght sort of go
on-line at 6 o’ clock Eastern Tinme and sort of stay on-line
for the next 22 hours to nonitor things as it goes?

MR. PFEIFFER: It’s entirely possible.

CHAI RMAN WELCH: Particularly with the
I nternet, nmake holding tinmes |ook really awful.

MR. PFEI FFER: That’'s entirely possible. W
are, in fact, prepared -- we’'re expecting to have high
| evel s of demand | oad during this period time, nore than
you woul d normally have on a holiday weekend where
typically the use of the network is very low W're
expecting usages probably at a normal business day, Mnday
nor ni ng busi ness day type of a volune, which is fairly high
in the typical engineering |levels that are used for vol une.

CHAI RMAN VELCH: How about the ability of the

Web itself? | realize it’s not yours to manage, but is
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t here conversations with people who do run the Wb? Are
t hey expecting to be able to carry the traffic?

MR. PFElI FFER: Again, it’'s -- that’s not an
area of ny expertise, but fromwhat | understand, the basic
protocols built around being able to operate in a congested
envi ronnment and that essentially what will happen is that
as the -- there is a, quote, overload over the nornmal
demand, that the response tines will tend to slow. W wll
be using an internal Internet systemwhich will be -- which
is on separate |lines, so we expect to be able to manage our
internal operations in a fairly normal manner.

CHAI RMAN WELCH: Does it make any sense, and
maybe this is something you' re already doing, to sort of
| et people know that every January there’s this problem or
at tinmes of peak like Mdther’s Day and things |ike that,
it’s hard to get a line. So people won't view it when they
pick it up and don’'t get a dial tone, they understand this
may just be the normal phenonenon?

MR. PFEIFFER: Right. That is part of our
plan is to, as the tine gets closer, to nake people aware
of that situation and to try to, as Ed nentioned, to try to
get themto consciously defer for 5 or 10 or 15 m nutes
maki ng that congratul atory phone call. Individual customner
behavi or is sonething that’s very difficult to manage; but

we’'re gonna try our best.
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MR. DINAN: But in this case, given the
serious nature of this specific day, we’'re going to try to
get a very clear nessage out that this is the tinme for
people to be a little bit nore patient as they use the
t el ephone to congratul ate people; and we will be getting
t hat message out in a consistent fashion over the next two
nont hs.

COW SSI ONER NUGENT: Do you have that nessage
defined now? You have to have lead tine to get nmessages
out .

MR. DINAN. The nessage is already defined and
as a matter of fact, | would -- ny understanding is we will
see that nmessage either on the interviews after Y2K The
Movi e, or before Y2K The Mvi e, because that novie is going

to provide an opportunity for us to start putting people in

the right frame of mnd for the changeover; and we' Il do
that. |It’s actually an opportunity, an opportunity to
educat e.

COWM SSI ONER NUGENT: M. Pfeiffer, you tal ked
about people trying to contact |oved ones in the few
m nutes around mdnight. |1’ve tried to do that and if it’s
overl oaded you get a busy signal. |Is there any consequence
for the system beyond people just getting a busy signal, of
many peopl e picking up the phone sinultaneously? Can it

cause a physical danmage? Can it cause a software
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interruption? Sonething that would be in effect beyond
just putting the handset down and picking it up again in
three m nutes?

MR. PFEI FFER: There is no expected physical

or permanent damage, if you will, to the network based on
an overload of demand. The way the -- the engineering of
swtches typically provides for -- there are two areas of
congestion, if you will. The first is vying for dial tone

as custoners pick up the handset, which is sonething that’s
provided fromthe | ocal end office. The |local end office
has an ability, an engineered ability to provide dial tone
at sonme | evel which is well above the nornmal business day
hi ghs. To the degree that that’'s exceeded, people wl]l
have to wait |onger than a typical two to three seconds to
get dial tone. It mght take five seconds or ten seconds
as the ability of the machine to provide the dial tone

sl ows down because of the high demand. The second area of
possi bl e congestion is once having placed the call, once
having gotten dial tone, dialed digits and placed a call,
is that there may not be available trunking available to
reach the party that you're trying to reach, which is the
second area of congestion; and again, based on the anmount
of engineered circuits that are available to neet or exceed

busi ness day demands, which is the typical engineering
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criteria, you' re gonna be able to put so many calls through
and when the next call comes through it’ll get a busy.

COWM SSI ONER NUGENT: But there is nothing
that will disable hardware or software by this?

MR. PFEIFFER: No. These type of capabilities
are engineered into the equipnent and into the network; and
coincidentally, I mght add, are also part of the nornal
nmonitoring that we do on the system on a continuous 24 by 7
basis even without Y2K. So that for exanple if trunk
circuits are taken off of the network because of a cable
failure, or something |like that, we have an ability to
reroute and use less used circuits in a route that nmay not
be as heavily used at that particular tine.

MR. DINAN: And we' re extraordinarily
cogni zant of those issues in the State of Miine as we’ ve
wor ked over the |last year. So, it’s not going to do
anything to drive the network down. The network is still
gonna operate. It’'s just a matter of how nuch congesti on.
That’s why | really feel that letting custonmers know that
they have to be a little bit nore judicious is going to be
hel pful; and | al so would echo the Chairman’s conments that
to sonme degree there are going to be these people who are
going to sit on the Internet all day |ong watching the
evolution fromthe Far East, and we’ll have to take care of

that. To sone degree we’ve nmitigated that inpact by noving
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a lot of our ISPs to the trunk side and that’s going to be
hel pful to us here in the State of Mi ne.

COW SSI ONER NUGENT: |1'd ask al so the
i ndependent conpanies to comment on this if you have any;
and the next question, and that is you re hearing a nunber
of people -- you ve already heard on the electric and gas
side and you’'re gonna hear, | suspect, on the part of other
inportant utilities, that they’'re relying heavily on tele-
communi cations to support their own plans. |If there is a
di sruption do you have any way to either protect them give
them a higher priority of protection or bring them back
first?

MR. PFElI FFER: There is -- there pre-exists a
normal restoration priority; and to the degree that police
-- enmergency 911-type circuits are clearly on the top of
that priority list. To the degree that in the restoration
process there is an ability to prioritize, obviously those
people will be prioritized first.

COW SSI ONER NUGENT: But in that category of
t hose people, you ve identified 911 and police and fire.
Does that go to people providing other inportant utility
services?

MR. PFElI FFER: Power conpani es, for exanple.

COW SSI ONER NUGENT: So they will get sone

sort of --
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MR. PFEI FFER: | understand there was that
| evel of cooperation, nost recently in 98 al so.

MR. DINAN. In 98 and even when we're doing a
switch conversion we follow the sanme kinds of protocols;
and they’ ve been very, very successful. So we’'re in direct
conmmuni cation. W have a series of alternative ways to
communi cate with -- and it’s not just police/fire; it’'s
health care institutions, hospitals, for exanple, as well
as the electric conpanies, etc., and we have a whol e series
of protocols and priorities that we have ready for use if
there’s any problem Qur expectation is we won't need to
do that, but we’'re ready to do that; and we will be manned.
W will be manned. There will be no party for many people
in Bell Atlantic. They will be manning -- their party wll
be in centers and other areas inside the State to nmake sure
t hat we have sufficient forces throughout the State to
respond to any needs as we go through this process.

COW SSI ONER NUGENT: Does it include weather
service or air traffic control centers?

MR. DINAN:  Air traffic control centers would
be of a higher priority to ne than weather service; but we
certainly work with the weather service, but air traffic

control would be an extraordinarily high priority.
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COWMM SSI ONER NUGENT: It seens that weather
may be less critical now. There are other tines of the
year when tornado reporting is kind of useful. Thank you.

MR. DINAN: Right, that’s correct.

MR. SUKASKAS:. Thank you, Bell Atlantic. Next
we turn to Larry Sterrs, who will speak to us on behalf of
t he Tel ephone Associ ation of Maine and Uni Tel .

MR. LARRY STERRS

Good norning. Thank you, again, for the invitation.
|’mLarry Sterrs. |1'mVice President of Operations for
Unitel and I’ m also here representing the Tel ephone
Associ ati on of Maine, which | represented in our | ast
meeti ng.

| provided you some witten material which is
basically an update fromour |ast neeting, and |’ m just
gonna highlight a couple of portions of that and all ow
plenty of time for us to answer your questions.

The Associ ation, which is conprised of all the
i ndependent phone conpanies and Bell Atlantic here in
Mai ne, has served really an education and information
sharing opportunity in this Y2K i ssue. The Association has
not been involved directly or indirectly in any of the
efforts of the conpanies individually in their remedi ation
and testing or any of those efforts. W’ve tried to focus

our energy on providing information and education in the
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form of workshops, which | described last tine | was here.
We have had sonme positive benefit, | think, fromthe
i nformati on exchange, particularly in the area of the
conti ngency plan devel opnment where informati on was shar ed.
| know ny conpany derived sone benefit from sharing
information relative to the devel opnent of the plan and
what kinds of things were being | ooked at.

TAM s efforts, | think, going forward are going to
turn nore towards what you all were just discussing a
m nut e ago, custoner education and notice, as we get cl oser
to the deadline. M conpany has forwarded already, in
Sept enber and we’re runni ng anot her one in Novenber, a bill
insert that we’'re calling Y2K Consuner Tips which addresses
specific issues about usage of phone and I nternet,
addresses specific issues about when to call us and when
not to, and al so addresses -- rem nding them about their
own internal networks, particularly small business
custonmers who have key systens that nmay or may not be
conpliant. Qur experience, speaking as Uni Tel, not TAM
our experience is that we have had contact with sone
custoners who have finally realized that they have a piece
of equi pnent that doesn’t work and wants us to fix it; and
so far so good. CQur particular notice, again UniTel’s,
we’'re sort of pushing the envelope a little bit on the

usage and we’'re asking themto start curtailing their use
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from1l1 P.M until 1 A M, hoping, nunber one, that naybe

sone people will really do that; and secondly, that maybe
it wll drive the peak traffic that would occur around
m dni ght back to 10 o’ clock when we’ll be standing there

wat chi ng what happens and can see whether or not there’s
goi ng to be any problem

I”11 come back to Comm ssioner Nugent’s questions in a
nmoment he wanted to address about Internet and priority
restoration. I’Il just finish up on TAM here. Basically,
we’' re gonna conti nue what we’ ve been doing. W’re gonna
focus on the education and providing information. W also
have an excellent |ine of conmunication through -- with the
Governor’s Y2K Task Force, as our current President, Audrey
Prior, is on the Task Force and has been providing the
Associ ation information about what kinds of information
needs to be dispelled to the public; so | think that we'l]l
continue to do that.

As far as our own efforts go at Uni Tel, we have
conpleted nost of -- nost all of our renediation. W have
sone renedi ation efforts that are still under way and sone
non-m ssion critical modul es of sone systens. W're
pl anni ng on havi ng those done, obviously, by the end of the
year. We're not anticipating any problens. W’ve done
everything that we think is reasonabl e and expected of a

public utility to meet the demand, and the requirenents to
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continue to provide excellent service to our custoners

t hrough the transition and beyond. | think that’s an

i nportant point to make, that particularly in the area of
our contingency plans, | think that way beyond the first of
January testing of systenms will continue at |east through
April of the year 2000. After we make a successful rol
over, we have other mssion critical dates, if you wll,
that will occur in the follow ng year that we would want to
make sure our internal systenms recognize. W do have a
fair amount of date stanmped data, particularly analytical
data that we use regularly, and so that’s going to be very
i nportant to us.

Qur contingency plan which we have filed, and which
have our next generation to file here today, has been
scrutinized internally and is really -- the mjor change
here now goes nore towards the identification of the
i ndi vidual s, people within the departnents and how t he
departnments will interact in the event of a potenti al
failure; for exanple in the area of service order
processing. For sone people in our conpany that’'s a new
experience. There are sone people in the industry who are
ol d enough to renmenber that’s the way we used to do it.
So, it’s really not a matter of developing a plan; it’s
sort of renenbering what we used to do, paper service

orders and trouble tickets and the |i ke.
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One of the areas that we’ve been |ooking at, and we’ve
had some di scussion on, goes to the area in our nonthly
reporting relative to integration and systemtesting. And
|’ mnot sure that we’'re all on the sane page there. In
fact, I'msure that I"’mnot in terms of what all that
means. Because the way we’'re | ooking at integration and
systemtesting is nore in the traditional form of
integration and systemtesting |like we mght do on a switch
conversion, for exanple, where we'll have very specific
testing with connecting conpanies, |ike AT&T and Bel
Atlantic, prior to converting a switch. |In essence do it
and then go back and then actually convert it. |In the case
of Y2K we’re not doing that, obviously, and so our
integration and systemtesting really is nore internal
systemtesting and relying on the representations of our
vendors and col | eagues in ternms of how the network will
continue to be connected. So, when you see relatively | ow
conpl etions on our integration and systemtesting in the
case of ny conpany, | don’t want to rai se any undue concern
that we’'re not doing that. |[It’s just that we’re not doing
what | would call traditional systemtesting, and those
nunbers could as easily be 100% as what they are.

| think 1"ve covered everything that | wanted to. Joe
gave ne an opportunity to also talk about whether or not

there are any particular tips that we wanted to get to the
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public, and | think |I’ve covered the main ones relative to
staying off the phone; and relative to the questions
earlier about the Internet, we have people who are on the
Internet all day every day right now just as recreation. |
have no reason to expect that they won’'t be when they

actually have sonething particular to look at. Clearly,

that’s going to be an issue. | do not know -- as the
previ ous speaker said, | think that the Internet itself in
terms of its hardware and software will be able to
accommodate that. The issue will be whether or not the

customer will be able to get to that hardware and software,
and that’s where | think that we're likely thrown into sone
traffic jams, if you will. Custoners receiving busy
signals and drawi ng the wong conclusion, that’s my biggest
concern, if they just think there’'s sonmething wong and
then initiate a series of events that really conplicate
matters, continue to call other people, call our service
center, those kinds of things. W do have the benefit of a
weekend to sort of clean up, if you will, before we open
for business on Monday after the conversion and |’ m hopef ul
that anything that comes up, particularly as it relates to
(i ndiscernible word) custoners, will be renedi ated during
that tine.

Priority of restoration. Qur own contingency plan

contains | think 149 -- a list of 149 priority restorations
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we've identified within our service territory. That
restoration list not only includes specific people, doctors
or energency service providers that we want to restore, but
al so includes people that we would want to get a hold of in
the event of an energency, like Bell Atlantic or any of the
ot her vendors that we particularly depend upon, |ike our
switch vendor for exanple. So, we have that |ist and that
list is in our contingency plan and we’ll continue to
revise and update that |list right up to and through the
first of the year.

COW SSI ONER NUGENT: Does it include public
utilities?

MR. STERRS: Not yet. |It’'s basically the
power -- as far as the operation of the conpany goes, it’s
basically the power conpanies, our switch vendor, a couple
of the I XEs, Bell Atlantic, those people that we woul d
depend on to contact if sonething went w ong.

COW SSI ONER NUGENT: It seens to ne |oca
wat er conpani es may be dependent on what you’ ve done and
woul d probably appreciate early attention.

MR. STERRS: Yes, you're right. That’s a good
point. | don’t know for sure if we have the water conpany
on there. | know the power conpany’s on there, but we’' Il

check to see (indiscernible).
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MR. SUKASKAS: Larry, a few nonths back sone
TAM nmenbers advised us that they couldn’t conplete sone of
the Y2K testing that they wi shed because there was sone
upstream -- they wanted to wait for sonme upstreamissues to
be conpleted. | believe in sone cases that was testing by
Bell Atlantic. Are all those issues behind us now or are
there still obstacles to be overcome? Are sone nenbers of
your organi zation still waiting for other people to finish
testing so they can start?

MR. STERRS: Joe, |I’mnot aware that there’s
anyone who is waiting for anyone to finish as it relates to
the overall operation of the network. | do believe there
are sonme nenbers who are still waiting on some activity or
confirmation of activity from our vendors; but as it
relates to the overall network and what you' ve described in
terms of working with Bell Atlantic, | don’t think there’s
anyt hi ng that anybody’s waiting for. The opportunity to
find out what’s going on through the national Wb sites and
contact with the other conpanies is there and has been
there and will continue to be there. So | don’t think any-
body’s waiting for anything in that sense. But again,
there may be sone people who are waiting for their vendors
for a particular piece of gear or a particul ar piece of
equi pnent to either -- it could be as sinple as just ship

it and install it or it could be we’'re still finishing our
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remedi ation and testing on software, or something |ike
t hat .

MR. SUKASKAS:. Do you think there' s sone role
for us that mght facilitate that informtion exchange?

MR. STERRS. None |eaps to mnd, but there nay
be some particular situations out there where our
menbership may require your assistance, and | don’t think
t hat any one of our nenbership is unaware that that
assistance is there. It mght be a good point to rem nd
themthat it’s there if they feel they need sone help, if
t hey have a bad actor in the process or sonething |ike
that, and we can certainly rem nd them of that at our Board
meeting tonorrow. But |I'’mnot aware of anything at this
poi nt .

COW SSI ONER NUGENT: (i ndi scernible) other
TAM nmenber s?

MR. SUKASKAS: Yes. Northland and Sidney Tel
are represented this nmorning by Walt Levesque.

MR. WALTER LEVESQUE

|’ m Walter Levesque from Northland Tel ephone. We
serve approximately 21,000 custoners in the State of Mine
Qur story is nmuch like that of the others in the industry.
We began our conpliance process in 1998 with a heavy
concentration on switch vendors and ot hers who provide

m ssion critical network conmponents for our operation. W
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al so determ ne conpliance for those vendors who provide us
support services.

Again, like nost others in the industry, we have not
done live tests on our switches. That test would be --
have the potential to be as fatal as the Y2K phenonenon
itself. Northland s major equi pment vendors are the sane
ones who provide switching and transm ssion around the
gl obe. We are very confident that their testing within
their labs and their factors is nore than satisfactory. As
we’ ve reported to the Conm ssion, Northland feels it’s 100%
conpl i ant.

In regards to contingency, in late 1998 and early 1999
we began to devel op our contingency plans. W devel oped
our Y2K plan around our energency restoration guideline
that we already had in effect. W realized the Y2K
failures that could be created during this situation. The
only -- unlike other enmergencies we felt, though, was we
knew when this one was going to hit. The ice stormand the
ot her ones that we had, we were really taken awares.
Nort hl and has al so provided a copy of that Y2K conti ngency
plan to the Comm ssion.

All departnents within the Conpany took an active part
in this devel opnment and each departnent has plans to
address their specific needs and issues. Northland s going

to concentrate around -- primary focus will be in four
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areas: call processing, data delivery, nmintenance and
repair of existing services, ordering and provisioning of
new services as we go into the new year, and of course
billing.

Nort hl and has four major service areas in the State of
Maine. We'll be manning these areas on Y2K night with
managenent as well as technical people. [1’Il be at our
conmand center in South China along with other nanagenent
peopl e nonitoring our progress. W’'I||l be doing call matrix
testing to all of our switches to process both incom ng and
outgoing calls for all different call types. W'’I|I|l ensure
our community’s emergency service conmuni cations are
functioning and we’'ll contact sonme of our |arge custoners
who possibly will have enpl oyees on their site testing
their own Y2K issues. Do we have a 100% conpl et ed
contingency plan? | would hesitate to say that. 1’'d say
98 or 99% W neet biweekly and continually finding little
things that we can tune up on our contingency plan. W
fully intend to finish our testing and go home sonetine
early the next norning after Y2K night and cel ebrate the
New Year .

| can answer any questi ons.

COWM SSI ONER NUGENT:  Not unl ess your answer

to the two questions | asked are any different.
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MR. LEVESQUE: The Internet, npbst of our
Internet providers in our territories are fairly small
| nternet providers and nost of themw |l have their own
i nternal chokes. They only have so many nodens and
services available. So there’'ll be a choke there. | fully
i ntend, though, that every one of themw || be up and
monitoring the Internet. There's no doubt in nmy mnd that
people will be cruising the Internet quite fully that
ni ght.

Restoration priority, we have a restoration priority
in each different location. 1It’s a manual process, though.
There’ s not an autonmated process that automatically gives
the hospital first service. |It’'s sonething we have to do
at the switch site. W have considered that and have a
priority list.

COWM SSI ONER NUGENT: Let me just pose that
question nore generally to the remaining people. You al
don’t have to address it. Al | want to knowis if you
don’t have a priority list and if your list is -- if you do
have a priority list, if your list doesn’t include
utilities do you intend to put themon there?

(i ndiscernible) the appropriate |level of priority.
MR. LEVESQUE: We do now.
COW SSI ONER NUGENT: We don’t have to keep

goi ng over and over it. This is not a teaching thing.
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just want to make sure it’s on your check lists. Thank
you.

MR. SUKASKAS: TDS Tel ecom operates its | ocal
exchange carriers in Maine and Jonny Buroker is -- he wns
t he award, having come in today from Wsconsin to talk to
us about those conpani es.

MR.  JONNY BUROCKER

Thank you. |[|’ve provided a few handouts for you fol ks
to follow along while | provide an update or status report
on TDS Tel ecom s Y2K progress. W were not represented, |
don't believe, back at the May 19'" report, so | want to
provide a little bit nore background than naybe sone of the
others that were just providing an update.

My official title is Director of Business |nprovenment
at TDS Tel ecomt but for the last 16 nonths |’ve had the
wonder ful opportunity to be the Y2K team | eader.

| don’t want to give the inpression that we only
started working on it 16 nonths ago. W actually started
back in 1996. W have very large Legacy nmain frane systens
t hat needed to be updated and upgraded, and our ClIO at the
time realized that with the com ng Y2K that programrers
were gonna be becom ng a prem um and he had the
farsi ghtedness to be able to recognize that we needed to
get a nunber of programrers hired now, back in '96, and to

get that work done.
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Movi ng on to page 2 of your handout, what | want to
cover just briefly today is a little bit about TDS Tel ecom
| think we have sone challenges -- well, simlar to
everybody el se, but | think we have sonme other ones just
due to our |arge geographical dispersion. 1’|l provide you
an update on the overall status report, just a fewtidbits
about assessnment renedi ation testing and inplenmentation and
then contingency, and 1’1l address the questions that have
been posed to this group.

TDS Telecomis a md sized hol ding conpany. CQur
parent is TDS, Inc., an AVEX traded conpany. W have |oca
presence, obviously, in the conmunities we serve. W have
over 100 offices in 28 states spread from Maine to
California and half the states in between. W have, as you
menti oned, six locations here Maine. W’ re headquartered
in Madi son, Wsconsin, which is where |'mfrom and from
Madi son we provide nati onwi de support for many areas,
including billing, finance and accounting, our 24 by 7
networ k nonitoring operation and of course our Y2K project.

Overall status, TDS Tel ecomreported that we were Y2K
ready as of 9/30/99. W sent a letter to each one of the
State Commissions at that tinme and we al so posted it on our
Internet site, TDSTel ecomcom as well as for any custoner

or vendor nmaking inquiries of our Conpany, our response



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

B- 95

i ndicates that we are Y2K ready as well as sone of the
ot her acconplishnments we’ ve nmade.

Qur fourth quarter -- the bulk of the activity during
the fourth quarter has been finalizing our contingency
plans, and |I’Il touch on contingency plans later in ny
coment s.

On the assessnent side, assessnent has been conplete
for critical items and we’'re continuing to do follow up
with vendors and suppliers to ensure that their status
doesn’t change. Again, given over a hundred offices, we
had over 1,500 vendors that we identified as critical to
our |l ocal operations; network software, HVAC, 911,
utilities, etc. W had over 6,300 elenents and
applications that we had to assess, well over 100 sw tches,
over 3,500 network elements. So you can see being a | arge
geographi ¢ organi zation with each of the small | ocal
t el ephone conpani es, we needed a centralized planning and
project status to be able to manage all of those different
conpani es.

On the renedi ation side, nmany of our swi tches required
upgrades; 23 of those, as | nentioned earlier, we had
substantial programm ng that was required on our Legacy IT
systens, and again we started that in *96. W still have a
full-time teamthat’'s dedicated to -- now that they’ ve

conpl eted renedi ation, they're on like their fourth end-to-
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end systemtest; and we had several third party IT systens
that required upgrades. All the switch upgrades and system
upgr ades have been conpl eted for our m ssion critical
items. We, too, had an IT and network freeze that went
into place October 1%, so that we didn’t introduce any
potential flaws or errors into the systemduring the | ast
quarter.

On the testing, | think I echo a |lot of the groups
here where we weren't able to roll our sw tches forward
while they' re in production, obviously for the risk that
that would nmean to the public switch network. So we, too,
are relying on organi zations and industry groups, |ike ATIS
and Tel Co Forum 2000. So, we are performng internal tests
and I T tests where possible, but we also are relying on
sone of the industry groups and national vendors.

On inplenmentation, again all of the renedi ated network
el ements and I T systens have been inplenmented. Cur
switches were conplete as of July 31°%, and | believe
billing was during the nonth of August; and now we are in
t he process of rolling out our contingency plans.

On the contingency planning side, over the years,
because we are in 28 different states, we’ ve had
opportunities, fortunately or unfortunately, to respond to
many energencies, the M ssissippi floods of just a few

years ago, sone fires in California this year, Hurricane
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Hugo, the ice storm obviously, here in Maine a couple of
years ago. So we do have witten energency response plans,
mostly for the network and network restoration side. Now,
we’ ve encapsul ated that within our total TDS Tel ecom Y2K
enmer gency response plan contingency plans. W also
conducted a rehearsal on 9/9. Not so nmuch that we were
worried about what could happen to our systens; nore so SO
that we could test our actual contingency plans; did people
know where they were supposed to go, the check list they
were supposed to conplete, who they were supposed to
contact after they got the itens done. So, it was nostly
to performthe activities on the nulti-page check I|i st,
which is included in the contingency plan that | provided
to Joe earlier this week

We're further devel opi ng our communi cation plans, both
external and internal. W ve had the bill inserts. W’ ve
had notices in the newspapers not to use the phones at the
end of the year. W have proactively contacted the over
300 911 -- E-911 providers in our service territories and
our response rate hasn’'t been that great yet. So, we're
now cal ling each and every one of themto find out if they
are gonna be ready and if they re not, working with the
| ocal energency services or sheriff’s departnments such that
if for some reason the 911 equipnent fails and they can’t

automatically answer that and get nanme and address and
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such, that at |east we can reroute that call within the
switch, let’s say, to the sheriff’s departnent. So, we're
wor king with each one of our 911 providers in order to nake
t hat happen.

COMMM SSI ONER DI AMOND:  How woul d t hat
actually work if the call -- you d be able to detect if the
call doesn’'t go through properly to the 9117

MR. BUROKER: Well, as part of our contingency
pl an, on our check list one of the steps in the check Ii st
is to call each of the 911 providers to ensure that that
call can go through, and just to make sure -- verify that
t he person on the other end, if it’s an E-911, that they
have your nanme and address that shows up. [If for sone
reason the PSAP equi prent does not work properly and that’s
t he nessage that we get fromthe E-911 provider, we can
intercept calls going to 911 within the switch and redirect
those to the appropriate authorities, whether it’s the
sheriff’s departnment or some other facility. So we're
doing that here over the next six weeks; determ ning what
is that nunmber that you want us to forward those calls to
shoul d there be a problemw th your answering equi pnment.

MR. SUKASKAS: You’'re talking about the E-911
system Enhanced 911 system not the basic systens, is that

correct?
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MR. BUROKER: Essentially, the E-911 systens,
but if for whatever reason the people that are answering
the 911 calls, for whatever reason the communi cation
equi pnent in that |ocation didn’t work and those calls
couldn’t be conpleted, then we’'d |like to have a nunber to
reroute those calls to.

COW SSI ONER NUGENT: And you’' Il automatically
pick that up. That won’t be sonmething that they' Il have to
call you and say gee, we’'re not getting any --

MR. BUROKER: Again, we need to nake sure --
we have to close the | oop on the communication. Can we
contact you, are you receiving the information fromus? |If
we can’t close that |oop, then the contingency is to
forward those nunmbers to another nunber; and nost of our
communities are small enough that we can physically go
check and make sure that they are able to answer.

CHAI RMAN WELCH: It’s supposed to be sonething
t hat actually happened after m dnight, you' d call them
after mdnight and see if they' re getting it, and if
they' re not getting it you' d reroute.

MR. BUROKER: Yeah, hopefully it would happen
within the first 10 to 15 mnutes after the change over.

COWM SSI ONER DI AMOND: I’ m (i ndi scerni bl e)
antici pated question | have, and I would wel cone ot her

peopl e addressing it after you re finished. The Chairman
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of the President’s Task Force said in a speech recently,
and he wasn’t referring to Maine in particular, he was
referring nationally, that they had -- | think their major
area of concern is |local 911 equi pnent and whether it’s
wor ki ng and they’ve not been able, just as you’ ve had sone
difficulties, they have not been able to really nonitor

t hat and get very good feedback. | comend you, frankly,
for the fact that you' re proactively reaching out to naking
sure that if that equipnment’s not working properly that
there’'ll be some alternative. | would be curious as to
whet her the other conpanies, after your presentation is
finished, are doing the sanme, ‘cause that seens to nme to be
one of the nost critical aspects of the whole

conmuni cations infrastructure that we're dealing wth.

MR. BUROKER: It’s certainly an area that
we're worried about. It’s certainly an area our customers
are worried about is whether they are able to conplete a
911-type call.

| think my final point, before addressing an earlier
question, was again our contingency plans -- conpl eted
contingency plans with contact lists, contact |ists of
utilities, comm ssions, key custoners. | don’t think I
i ncl uded the key custoners in yours for obvious conpetitive
reasons. Enpl oyees, the hours that they’' re supposed to be

wor king, are all included in our contingency plan, as well
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as our nultiple page check list of the steps and functions
that we’'re supposed to be acconplishing before, during and
after the roll over

Then on the priority restoration, yes we do have those
lists in there as well. W identified our critical
restoration custoners and vendors.

Any questions?

COWM SSI ONER DI AMOND: | don’t have any for
you, but | would say that any who have al ready spoken or
about to speak, 1'd be curious as to what their plans are
on the 911 issue, whether that is something that they' re
addressing in ternms of the capability of the | ocal
ener gency response centers to handl e those calls after Y2K
s that sonething that Bell Atlantic is dealing with?

MR. PFElI FFER: Yes. Let me just -- you raised
John (indiscernible |ast name) recent report. The nunbers
were taken off of a survey that NENA, National Emergency
Numbers Associ ati on, had done. It was a survey that they
had done on their Web site and had gotten responses from
about 50% of the PSAPs that are -- E-911 PSAPs that are out
there. The concern was whether the PSAPs thensel ves had
been properly renedi ated to be Y2K conpliant. In the case
of 911 situations, which is essentially nmuch nore of just
strictly a term nal equipnent type of a situation, that

situation doesn’'t really arise unless there are other
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el ectronics that are attached to the 911 call answering
capability. In those cases where Bell Atlantic provides,
which i s about 2/3 or % of the PSAPs that are in our
service territory, we have had nultiple contact letters,
generally return receipt type letters, asking them whet her
in fact they have done the renediation for those that we do
not maintain. For those we do maintain, obviously we have
done what ever upgrades are required to make them E-911
conpatible, and that in fact has taken place. There is --
at the present time |’m aware of only one PSAP within our
service territory, and that’s Nassau County, New York, that
is not 911 conpliant and that’s because we didn't wi nd up
getting the contract for that until well after July. So,
we're trying to nake sure that that’s done and in place in
tinme.

Here in the State of Maine |’m not aware that there
are any probl ens.

MR. DI NAN: Renenber, these people were on our
priority list in the first place. Basically, you' re not
doi ng PSAPs up here because we aren’t at E-911 and the
contact people for 911 in many, nmany cases are exactly the
sane people who are on our list to make sure that we're in
conf ormance and conmmuni cation and we will be contacting
each one of those, anyway. As you recall probably we're --

we' Il change as we go to PSAPs, but clearly we will have
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PSAPs that are Y2K conpatible; but that’s not an issue here
for the State of Maine. That's on our list. |'1II
certainly go back and make sure that it’s all taken care
of ; but | have no concern at this point in tinme because
it’s nmy understanding all those sites are being cared for
as we go through our processing in that period of tine.
COW SSI ONER NUGENT: Do you plan to be
calling people after m dnight to ensure that --
MR. DINAN: We’'re gonna be in direct
conmuni cation with people during that period of tinme
because it’'s just |ike when we do a conversion. W aren’'t
going to just sit back and -- we’'re gonna be not only
tal king to people here at the State, the energency
pr epar edness people, but we’'ll be talking to sone of the --
we have a list of people that we want to make sure that we
have contact, just |ike when we do a conversion. W want
to make sure 10, 15 mnutes after that you’ ve got the
capability for hospitals, you ve got the capability -- the
sanme thing when we do a conversion. W want to have that
sanme kind of mechanism It sounds conplex, but it really
isnt. It’s something that we nornmally do. We have a
whol e series of nunbers and we’'re gonna be doing that. You
want the critical functions in the State to be
comruni cating and that will occur.

COW SSI ONER NUGENT: We want the sane thing.
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COWM SSI ONER DI AMOND: So you basically
proactively make sure that it’s working; not wait --

MR. DINAN. And if you go and sit down when we
do a conversion on a switch, you Il watch that 99% of the
time that we’'re -- besides people working on switch
conversion, all we’'re doing is talking to police
departnments, we're talking to hospitals, we're talking to
the critical functions that are inportant to the viability
and health and safety of the people in the State, and
that’s what our focus will be.

COWM SSI ONER DI AMOND:  Good.

MR. STERRS: For ny Conpany, and | think
probably nmost of TAM nenbers, it’'s basically what he said.
We do proactively make those calls, much like a centra

office swtch conversion where we establish a call path and

a return call, we make sure it still works. There is a
priority list of calls that we'll mke at that time, at

m dni ght, and subsequent intervals beyond that. Emergency
services -- in reference to 911, again we don’'t have any

PSAPs, but what we have is we have energency services that
are contacted either by a constituent dialing 911 or an
actual 7-digit nunber in which we do a translation. W’l|
be testing on both of those dialing methods to that

i ndi vi dual energency response, be it a |ocal response

center or a fire departnment or whatever they’ ve designated
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to us as the destination for that call. So, we'll be doing
t he same thing.

COW SSI ONER NUGENT: Before we | eave TDS
M . Buroker, you have sone islands -- custoners on islands
in Maine. Do you anticipate any special problens there;
and are they at |east on your check list to nake sure that
their services doesn’'t degrade?

MR. BUROKER: They are on our check list. |

believe it’s the mcrowave transmtter from (indiscernible

name) has been identified as Y2K conpliant. So we’re not
antici pating any problems there. W w |l have sonmeone
that’s actually out on the island that will give us a

report, thunmbs up or thunmbs down, as to how things are
going just after the roll over; and we woul d take any
emergency response plans and put theminto place at that
time if there is a problem

MR. SUKASKAS: Turn to Tidewater and
Lincolnville, Walter Crites.

MR. WALTER CRI TES

Good norning. Thank you, Joe. As Joe said, |I'm
Walter Crites. |I'’mthe Controller for Tidewater and
Li ncol nvill e Tel ephone Conpanies. W serve approximtely
12,000 custonmers up in the Md Coast region. | have with
me Phil Blomguist, who will speak nore towards our

contingency planning aspects. Were we didn't speak at the
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first meeting, | thought I’'d bring you up to speed as to
what we’ ve done and where we are in our process.

We started out with neetings of senior managenent back
in the early part of the year to address the Y2K i ssue and
t he stages that we had to go through to conplete our
remedi ation and testing for the mllennium We are 99%
done with our renediation. Qur neetings have been
escal ated now to weekly to make sure we’'re on top of
everything and haven’'t dropped the ball on anything; and
|’ m happy to report the neetings are getting shorter rather
than | onger. We have brought in key personnel from al
areas of the operations, fromback office to outside plant,
call conpletion, to address their specific areas of focus;
and they thensel ves have their own contingency plans, which
we have filed with the Conm ssion.

As far as the back office processes go, which is
really my area of expertise, Phil will speak to the outside
pl ant, we have got processes in place. Fortunately, the
non- el ectronic nature of Lincolnville Tel ephone Conpany has
allowed us to be probably one of the fully Y2K conpli ant
conpanies in the State; whereas nost of the records are
done on paper, are able to mrror their systens and copy
themin the event we have sone sort of a back office
failure both in our plant records and in our custoner

records and trouble reporting.
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Looking forward, we intend to be fully staffed on the
year end, both in all our critical offices and in our
busi ness office as a command center, and | guess with that
I’11 turn it over to Phil and he’' Il bring you up to date on
our contingency planning.

MR. PH L BLOVQUI ST

The contingency plan that we filed with the Conmm ssion
on June 30'" is pretty nuch in tact. |It’'s been updated
mnorly. W ve nmet beginning nonthly on that to work with
action plans from each one of the departnments; noved that
down to biweekly back in Septenber and have now just next
week it starts on a weekly basis through the end of the
year .

Qur activity for the end of the year will be switch
backups, critical system backups, starting on the 29'" and
30'" so that all data is backed up and stored off-site
before the mlIlennium We have staffing plans for the
mllennium Nobl eboro will be our hub where managenent and
personnel will be |ocated for all communications from
critical swtches. The |last renediation on the network was
done yesterday, the cognitronics (sic) units which provides
referral on nunmber service was upgraded and that was the
| ast piece that we had to do in the network pieces. The
other 1% that Walter spoke of is individual desktop

application software and as soneone else alluded to this



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

B- 108

norni ng, as soon as you do a patch and the vendor says it’s
ready, you do it and a few days later or a few weeks | ater
you get another one, do this, so we nade the decision we'll
wait until the first week in Decenber and bri ng PROCOM and
a couple other software packages up to the patch |evel at
that time, hoping that we will only have to do it one nore
time before the end of the year.

Questions on network congestion, we have the sane
concerns everyone el se has had. W have done a mailer to
the custoners explaining the potential if everybody uses
the tel ephone at m dni ght, asking themto defer their
calls, delay them or make themearlier. W’IIl do another
one of those on our Decenber 19'" billing.

Priority restoration, we have devel oped a list of
custoners and business custonmers and utilities, police
departnments, fire departnents, that require that, down to
t he point of the custoner has notified us that they have an
energency need for telephone comrmuni cati ons. They have
been plotted on a map by switch and by |Iine equi pnent as to
where they are and what they're to do, and therein the
priority restorations.

911, we have three different |ocations that answer 911
for us. Lincoln County handles the basic five group
exchanges for Tidewater. W nmet with Lincoln County’s

ener gency preparedness group. They have a nobile unit
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whi ch should the network fail they can pull that into our
switch in Damariscotta, (indiscernible) plug into our
switch and answer the 911 calls locally there. W have
tested that as of yesterday. It has been tested before and
it was tested again yesterday and it worked fine. W' Il
make those calls on New Year’'s Eve to nmake sure that we can
contact them

The Uni on exchange is answered by the State Police in
Augusta. We are neeting with the |ocal fire departnent on
the 29'" of this nmonth to set up how they want those calls
to be routed should the network fail, and we will do that.

The Lincolnville group is answered by Canden, and Hope
and Lincolnville both answered by Canden, and we’re neeting
with that group to decide how they want those calls to be
routed should a network failure occur.

So, we’'re not expecting any unanticipated i ssues with
911 -- we’'re not expecting any issues with 911, but | think
we’ ve covered the contingency should that happen

We're noving forward. W should be right on schedul e.
We' Il continue to neet up and through New Year’s to work
t he contingency pl an.

MR. SUKASKAS:. Ckay, thank you. Let’s wap up

telecomw th Doug Edwards from Pine Tree Tel & Tel.

MR. DOUG EDWARDS
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Thank you. Doug Edwards. |’ mthe plant nanager at
Pine Tree Tel and also the Y2K conpliance nmanager. At this
point, Pine Tree is now 100% conpliant. W have three
switches that we operate in the communities of Gay, which
i ncl udes West Gray, and also the comunity of New
G oucester. Those are, and have been for sone tine, on a
Y2K conpliant generic and we’' Il be doi ng anot her upgrade by
Decenber 15'", so even further into that. Other network
pi eces, SONET and point-to-point fiber MJXs, we're
conpliant. They're fairly new. W had one NorTel point-
to-point fiber MJUX. That was upgraded al nost 6 nonths ago,
so we're in good shape with that. W do plan on staffing
the central office and repair nunbers starting probably at
10 o’ clock on New Year’s Eve until 6 o’ clock the next
nmor ni ng.

Pine Tree in its area is really totally dependent on
two things; power from CMP and network connections from
Bell Atlantic. The thing that we do have a little control
over is on the power side. All of our standby generators
have been reviewed. There's no electronics, really, in any
of them so there’'s no issue there with Y2K conpli ance.
The major issue there was fuel supply and we’ve identified
a vendor that can supply us with fuel for those generators
in the absence of AC power at the fuel depot, which worked

out .
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Subscri ber managenent, which is, as Walter described,
back office, which would be provisioning, repair services,
di spatch and trouble tracking at Pine Tree is all done with
penci| and paper. So, we have no Y2K issues with that at
all. We can continue those services in the conplete
absence of power or conputers.

The only I guess real contingency itemthat we' ve
| ooked at is supply change interruption. W want to be
sure that if the people that we buy drop wire or protectors
or NIDs fromhad a problemwi th deliveries in early January
that that wouldn’t be service effecting to our people, and
we have just upped the inventory |levels to accommpdate
t hat .

There were sonme specific questions regarding
priorities, Internet and 911. W have a priority |ist
systemthat’s in place in our repair service bureau today
that would be followed. M opinionis that a Y2K failure,
that priority list is not sonething that’s gonna be brought
out because | believe that if there’s a major network or
switch failure, it’s just sinply going to affect everybody.
It’s not like a cable failure where | can strive to
reconnect the State Police barracks before the single
fam |y seasonal residence down the road. |If sonebody
doesn’t have dial tone, nobody has dial tone. |If the SONET

ring connection to Bell Atlantic fails, that’s going to
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af fect everybody, and there won’t be individual custoners

that I will be able to restore within those systens. And
when the system cones back up, it’'ll be available to
everyone.

Internet. Internet certainly affects our traffic, as

it does everyone. Maybe to a greater extent because we
have no | SP POPs at any of our locations. So all of our
Internet traffic winds up on interoffice facilities to Bel
Atlantic and off to another independent or POP at a Bell
Atlantic location. So, Internet usage for us eats trunk
capacity. Today we jointly, Bell Atlantic and Pine Tree,
nmoni tor bl ocking in those trunks and we keep them at very
| ow | evel s; but as everyone el se has spoke of, if we have a
hi gh percentage of users that want to get on at m dni ght,
that’s going to eat our interoffice capacity and it’s going
to affect someone else that wants to potentially make a
voi ce call.

The 911 facilities, our comrunities -- we handle --
the way we handle 911 is it sinply is translated to a
7-digit nunber that gets answered at one of the two
Gray/ New d oucester dispatch |ocations. The good news
about that is we don’t need our interoffice facility or
connections to Bell Atlantic to be -- to have capacity
available in themto handle a 911 call. Sane thing,

soneone within our community is dialing the State Police
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barracks in Gray would have an issue because that’' || be
wi thin our network, which won’t be bl ocked. W have a
relatively small nunber of subscribers that live in an area
that use an adjoining fire departnment where we would have
to route those calls through Bell Atlantic facilities; and
if those facilities were totally bl ocked with Internet and
voice traffic, there are potential delays for those calls.
| believe I’ve covered all the itens that you’ ve asked
about. 1’'d be happy to answer any questions you have.

MR. SUKASKAS: Have you been in regular
communi cation with the State Police that has nmmjor
facilities in your service area?

MR. EDWARDS: Well, we see themoften. W
haven’t had a joint Y2K neeting. State Police is a
customer to Pine Tree Tel ephone. We provide a T-1 pipe and
sone nunber of anal og trunks and we -- which is term nated
at a passive interface within their building. So, we have
no preni ses, custoner prem ses equi pment for them CQur
responsibility is to keep the facility whole and delivered
to their protection -- their point of interface. Beyond
that, they re prem ses equi pnment vendors.

COWM SSI ONER NUGENT: | have no further
guestion of this witness. | do have a, | suppose, redirect
to M. Pfeiffer. You referred to a clean managenent system

and software network stabilization period. 1Is the latter
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kind of a quiet period where you re saying we’ve got a | ot
of other things on our mnd, let’s not do non-essenti al
pat ches and fixes and so on?

MR. PFElI FFER: Essentially. It is a quieter
period. A conpany the size of Bell Atlantic with many of
the prograns that we’'re trying to inplenent, it’s very
difficult to shut any changes down, but we’'re trying to
make it as mnimal as possible.

COWM SSI ONER NUGENT: Li ke changes for the
coll ection of an E-911 surcharge. 1Is that likely to be in
the mddle of this?

MR. PFElI FFER: \What ever you guys --

COVMM SSI ONER NUGENT: Well, there’s no
aut horization to collect it right now. But anyway, clean
managenent system suggests -- what does it nmean?

MR. PFEIFFER: It’s essentially nmaking sure
that any -- that we are assured, through our own testing or
t hrough working with the vendor or a third party, to nake
sure that any new software that m ght be applied to an
exi sting application is itself Y2K conpliant and will not
in fact wind up making the application that it’'s applied to
non- Y2K conpliant. We in fact had a situation where we
al nost wound up taking a manufacturer’s newer generic,
whi ch they supplied for a piece of equipnent, none of which

as it turns out are here in Maine; they re actually in one
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of the Southern states, wound up basically providing non-
Y2K conpliance which turned up during the testing that we
were doing as part of the clean managenent system So, the
process does work and we have caught one or two of these
situations where we got trust us, it’s okay, fromthe
vendor and through third party or independent testing found
out that there were in fact some issues we needed to deal
with.

COWM SSI ONER NUGENT: | have no nore for the
tel ecomruni cati ons panel. But in the spirit of redirect,
M. Record and M. Giffin, at CMP does your list for
restoration of service given any special attention to other
essential utilities?

MR. RECORD: We have a standard restoration
priority list that deals with public safety issues. |
think that’s at the top of the list. |If we have lines that
are damaged and potentially a threat, that’ s addressed
first. I'mtrying to recall here fromnmenory the critica
infrastructure services, fire, police, public safety, those
i ssues woul d be addressed; and then of course we have to go
basically to substations out 3-phase, 2-phase, 1-phase and
you have to have the system energi zed, obviously, before
you can bring up custoners. W’'re |looking at this as

standard priority. The restoration priorities that exist
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today are the ones that we would use in the event that we
need to roll those out.

COW SSI ONER NUGENT: Does that include other
utilities, tel ephone conpany, water conpany?

MR. RECORD: | believe that it does. |'m not
absolutely certain of that. It’'s certainly sonmething that
we can check, yes.

We had the question fromBell Atlantic, | think it was
Bell Atlantic, they sent us a list of about |I’m gonna guess
120, 150 specific locations that we service and asked us to
tell themwhat the priority was in restoring that. That’s
a very difficult question to answer because you don’t know
what outage situation you're tal king about. W need to
know what the specifics are. Any restoration, again, is
gonna be in the context of public safety first, life
support, conmunity service facilities, and then you have to
obey the | aws of physics and basically work 3-phase, 2-
phase, 1-phase down through your distribution system |
will go back and I will ask that question specifically.

COW SSI ONER NUGENT: The essential thing here
is that people have seened to check who their suppliers
are, and that’s very appropriate; but | also ask that you
each | ook at yourself as a supplier to sonme other essential
utility and nake sure that that |linkage is there.

MR. RECORD: Absolutely.
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COWM SSI ONER NUGENT: Okay, thanks.

MR. STERRS: Conmi ssioner, | have a comment on
that. During the ice storm| think we, |ike many other
phone conpani es particularly, probably felt that we weren’'t
getting as high a restoration priority for power as every-
body else. |I’m sure everybody felt that way during that
week of pure chaos. |In terns of getting ready for Y2K, and
if there was a sinm|ar outage, what we’'ve done is we’'ve
sort of beefed up our standby power capability so that
we're less -- we have |l ess places, actually none, where we
do not have standby power capability, whereas before we
really needed that restoration to keep those non-standby
pl aces running; but that's less of an issue for us than it
was in ' 98.

MR. DINAN: For the Comm ssion I'd like to
re-echo that. W want to know where we sit with the
priority, and we’'re in constant comrunication with Centra
Mai ne Power; but the fact is we're doing exactly the sane
thing. The ice stormof 98 was very, very helpful in sone
ways in ternms of battery packs, in ternms of standby
generators and having everything ready and we had to do
sonme scranbling. W have no intention of doing that
scrambling this tinme, and that’s gonna give us a certain
anount of leeway with regard to dealing with restoration of

power. But on the other hand, restoration of power is
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inportant to us and we will be in contact with Central

Mai ne Power, which is why we sent them our request, because
we want to maintain that communication. | think it’s going
to be inportant over the next couple of nonths.

MR. SUKASKAS: Thank you for the tel ecom
sector. | think we can now nove into the water sector
VWhile the water folks are comng up, I'd like to express
our appreciation to the water associ ati ons, Mai ne Rural
WAt er Associ ation and Maine Water Utilities Association,
for assistance in comunicating between us and nmany of the
water utilities that we regulate. W'I|l start out with
Mai ne Rural Water Association. Steve Levy.

MR. STEVEN LEVY

Thank you very nmuch. M nanme is Steven Levy. |I’'m
Executive Director of the Maine Rural Water Associ ation.
First of all, 1'd like to thank Conm ssioner Nugent for the
pl ug, for asking our sibling utilities to make sure that
the other regulated utilities are on their priority |ist.
| woul d encourage you to encourage themto also include
wast ewat er systens, who although are not regul ated water
systens, certainly provide a valuable service in terns of
the local infrastructure and especially maybe not at 12:01,
but naybe at 6 in the norning wastewater facilities are --

so thank you very nuch.
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|1l start out with an apol ogy which | hate to do. |
won’'t be able to stay for the entire water section, but
there’s able representation for water and M. Gardner from
Rural Water and Jeff MNelly from Maine Water Utilities.
So I'lIl just start with a thank you and a few comments.

One, | think the PUC requirenments that they sent to
the water systens provided quite a challenge, and the first
two neetings that we had I ended up whining and conpl ai ni ng
and saying the long saga of the difficulty of snall
utilities. It was a challenge and |I think the small
utilities net the challenge. W worked closely with the
Commi ssi on. Conm ssi oner Nugent spoke at neetings. W did
alot of work with small utilities in ternms of neeting the
requirenents of letters and contingency plans; and |’ m
really proud of the small systens bandi ng together and
neeting them because | think it was a difficult chall enge.
| think it was inportant. | think in terms of water
systens and wastewater systens, they deal with energencies
on a daily basis. There's breaks, there’'s power, there’'s
phone. Every day is a potential enmergency. | think the
Commi ssion’s requirenents of devel oping a contingency plan
sort of crystallized the issue and | think sort of forced
us to do it, and | thank you, because | think we noved
forward as a result of that requirenment. Sonetines that

ki nd of strong or gentle urging is necessary, and | think



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

B- 120

the small systens, although not delighted to do it, | think
wor ked hard to cone into it and | think at the beginning

there was a very poor response to the Comm ssion requests,
if I remenber, and | think at this point and in the future
we're there. So thank you for that urging and thank you

for --

COWM SSI ONER NUGENT: | comrend you. From
what | saw at those hearings that you were conducting, the
training sessions that you were conducting, they seened to
be well thought out and you provided good and usef ul
support to the people who attended them | don’t know how
many people attended them You seened to have pretty good
attendance. How many were not attending, | don’t know, and
| m not asking that question. It |ooked |ike a good piece
of (indiscernible).

MR. LEVY: | think these kinds of requirenments
require multi-pronged approach. We had public neetings.
We al so had -- and Carlton Gardner from Maine Rural Water
will talk about it. W had a nunber of small |ocalized
meeti ngs where these neetings devel oped conti ngency pl ans.
We sent out newsletters. And whenever you have a
conpliance requirenent, | think it requires severa
different ways of neeting it; and we did that. W worked
with Jeff McNelly and the Maine Water Utilities Association

and sent out the blue and the green survey; and this was
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yet anot her survey and concerni ng how many surveys these
wat er and wast ewat er have been asked to report on regarding
Y2K, | felt the response was excellent. Qur Association
does a | ot of survey work and typically |I see if you do a
survey and you get a 20 to 25% response, you’'re doing
great. We did rmuch better than that.

"1l just touch upon a couple of the issues which I
think are of nost interest. The blue is the PUC regul at ed,
the green is the publicly owned treatnent works which are
not regulated by the PUC. In terns of the blue survey,
there was a 60% response, which was very, very good; and
this was not -- we didn't nag them W sent it out; they
came back. So this was a good response. In Section 3 the
first question was how many of the systens are not
conmputerized. Not that that’s the only issue in Y2K, but |
believe it’s significant. Thirty-four percent who
responded are not conputerized. | believe it reflects the
age of the systens that we're dealing with. Many of the
wat er systens are ol der and | ess prone -- have | ess
technol ogi cal events; and this was reflected in the survey.
I nterestingly enough, in the green survey, the publicly
owned treatnent works, 16% are not conputerized, which
shows that these plants are newer and nore technol ogically

oriented. | think it shows what we al ready know.
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Junpi ng down into what percent of your systemis fully
Y2K ready, in the water 59 systens, which is sort of
additive with the systens that are not conputerized, felt
that they were ready, whatever ready neans. 1In their
mnds, | can’t tell you, but they feel they re ready and |
guess that’s what we have to go on.

In terns of the green survey, the treatnent words, 54
were ready. Have you planned for contingencies, which is
the third question down in that |ast section, nost of them
have. This reflected your requirenent to inplenment
contingency plans and these plans have been done. 1In the
wastewater it’'s |less significant, but still they’'re doing
good. Many of the wastewater facilities are jointly
wat er / wast ewater facilities, about 30 to 35 are
wat er/ wastewater. So if they're in the water, they're in
t he wast ewat er.

Last and possibly nost significant, can you operate
your system manual ly? Sixty-four water, yes, they can; and
the majority of wastewater also can. So, there’'s a | ot of
technol ogy; there’'s also a |lot of manual control; and we
had water systens before we had nodern technol ogy and the
stuff is still in the ground. The valves are there.
Peopl e remenber how to do things, and we’ re okay.

CHAI RMAN WELCH: Are there sone particul ar

subset of these who have treatnent facilities that nay be
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nore nodern, sort of post Drinking Water Act facilities?
What’' s your sense of whether those have been brought into
conpl i ance?

MR. LEVY: 1'mgoing to turn that over to
M. Gardner who certainly knows nore about that. Thank you
for your time and --

COWM SSI ONER DI AMOND: | appreciate your
characterization of the Conm ssion request as a chal |l enge.
| read it in one of the associations’ newsletters, | don’t
know whi ch one it was, which is probably a good thing, a
characterization of it which was far |ess charitable than
challenge. So |I think we’re nmaking progress, perhaps
slomly. |1'mglad that you feel that it did produce sone
benefits at the end of the day.

MR. LEVY: Thank you very nuch.

MR. GARDNER: Many of the newer plants -- |I'm
Carlton Gardner with Maine Rural Water. Many of our newer
pl ants that have gone on-line are really -- need the
conputers to operate properly; but they' re all built with
bypass, so that they can bypass the plants by maybe taking
a spool piece and putting it in so they can run the plant
as efficient -- or as effectively as possible. The big
concern with water systens isn’t necessarily to provide
pot abl e water, but it’s to provide fire protection and

sanitary needs with potable water being third on the list.
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So, yes, they can bypass a plant, go on maybe a boil order,
a systemw de boil order, and provide water for fire
protection and sanitary needs. And many of the plants --
it was a |learning experience through the ice storm Many
of the plants have also had |lightening strikes. So it’s
not -- | don't think many of our systens are | ooking at Y2K
as being a real special event.

COWM SSI ONER NUGENT: Is the particular
application that requires the electronics and has the Y2K
vul nerability related to the netering in and treatment
chemcals primarily? O is it control on the flow of the
wat er or both?

MR. GARDNER: Much of it’'s on the flow of
wat er going through. A lot of the smaller systens are
strictly manual. It’s not flow dependent. They just set a
punp up and when the well punp cones on, it starts punping
chem cal s.

MR. SUKASKAS: During the ice storma numnber
of water utilities had to depend on backup generation
provi ded by the National Guard. Those resources are
probably not going to be anywhere near as readily avail able
during Y2K roll over periods. Have many of your nenbers
i nproved their own backup capabilities?

MR. GARDI NER: Yes. We found that a |ot of

utilities have bought backup power or have access to maybe
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a |local rental agency with an agreenent there to rent a
generator fromthem \hat we found during the survey is
that, particularly on the wastewater end, wastewater
systens particularly have a | ot of substations or lift
stations and they’'re finding problens -- you know, if they
need the generator here, then this little station doesn't
have a generator. One of the comments from one of the
wast ewat er systens was that they were | ooking at a
generator to run their plant at being | think about
$200, 000, which is financially not possible.

MR. SUKASKAS: Thank you. Jeff MNelly from
Mai ne Water Utilities Association.

MR. JEFF McNELLY

Ckay. | amJeff MNelly, the Executive Director of
Mai ne Water Utilities Association. You ve heard the
results of the joint survey that we did with Maine Rural

Water. W appreciate the efforts that they went through to

mai | that out and tabulate the results. | don’t think we
were surprised by the results. [It’s about what we
expect ed.

Li ke them we do not run water systens, but we
represent people who do and we provide services and we are
advocates for the profession. W’ve had sonme training
sessions and we’ ve devel oped a Y2K preparedness manual ,

which 1’11 pass down. Like many, people were trying to --
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we broke this down to major issues, the mssion critical,
if you will, mnor issues and then related issues. W’ ve
tried to address these issues collectively -- the issues
collectively and also in a collective fashion with Mine
Rural Water Association. W’'ve had a series of neetings
and training sessions. They have done the sanme. | think
basically we’'ve tried to conplenent each other’s
activities. W did put together this preparedness nanual .
We received sonme funding fromthe SRF Program and the
Drinking Water Program I n devel oping the docunment we
recogni zed that not every water utility has the resources
to do a full-blown Y2K readi ness program W also
recogni zed that a full-blown programis probably not
necessary, especially for the smaller systens. W did feel
that the | essons | earned by those who had been through the
process provi des assistance, if you will, for the nost
part; would provide valuable insight for all the systens,
and it did provide a basis for the manual. This is
sonething we really devel oped over a period of 6 to 12
mont hs, kept accunul ating information, we had training
sessions and we’'d nodify it and update it and add to it.
We did realize that each system no matter how large it
was, should identify the m ssion critical aspects of their
operations and we considered themto be the provision of

safe water, the revenue stream It may not seemlike a big
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i ssue, but particularly if you |lose that revenue stream for
a period of tinme, it can create problens down the road.
This was distribution to community water systens, nhon-
transient water systenms and others. W mmil ed out about
800 so far. You'll note there’s also a community readi ness
cal endar in there which was suggested to us by a person on
t he Governor’'s Task Force. W thought that was inportant
to put in for a nunber of reasons; one reason being that
Mai ne water utility operators aren’t gonna be honme on
January 1°%'. They' re gonna be at work. Take care of their
fam|lies before they go on that venture.

The manual is basically a conpendium of practical tips
to assist public water systenms in their preparations.
There’ s al so an appendi x which was put together by one of
our conmittee people, dealing with common operating systens
and office software; and there are a couple of other
appendi ces, one listing of inportant dates to be aware of
and the small busi ness associ ati on net hodol ogy to check PCs
is also in there.

To summari ze, the docunent focuses on provision of
safe water. It’s very inportant that these systens be able
to operate manual |y and bypass things which could be
probl ens during the Y2K event, and we also tried to
enphasi ze communi cation with the custonmer. That pretty

much i s where we are.
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If there are any questions, |’'d be happy to entertain
t hose.
MR. SUKASKAS: Again, thanks for both
associ ations’ efforts in helping us get the word out.
Let’s wwap up on the water side with the Portland Water
District, | believe the State’s largest water utility.
Peter Cutrone.

MR. PETER CUTRONE

Well, 1I'’m not gonna bore you by regurgitating things
we’ ve said before or going over contingency plans that
we’'ve sent you earlier. Basically, we're ready and we nore
or |l ess have been ready since the deadline you had set for
all utilities to try to achieve Y2K conpliance at the end
of June of this year.

Communi cating where we are with Y2K to our custoners
has been a priority for us throughout the year; and you
have in front of you our |atest nmessage to them probably
the | ast one we’re planning to send to everybody as a
billing stuffer. | have to feel it’s been sonmewhat
effective because fromnore or |less getting a daily phone
call on Y2K froma custoner, | haven't had a call in two
weeks. So, | think we're getting to the point where people
are getting confortable with the idea of they can expect to

have cl ean, potable water cone January 1; that we can al so
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coll ect and process the wastewater, and | o and behol d, even
send thema bill. So, those are the good things.

What we still have left to do, like a |lot of people
earlier today, we're putting a lot of information on our
Web site with status updates; and if you went there today,
you’'re going to see that our contingency plan is not 100%
or is our Y2K conpliance docunent; and there are very good
reasons for that. The conpliance docunent, first of all,
is just -- one of the parts that has to go into it is once
we get past January 1 we want to just reflect on it and
that will be what closes out that docunent. Up until that,
it’s conplete. You'll see this is one of five binders |like
this.

The contingency planning. What’'s left there, there’'s

a flowtest that we really need to do but we can’t do it

until md to | ate Decenber because we draw our water from
Sebago Lake. The water tenperature still is plumreting
still at that tinme of year and our production is influenced

very strongly by the tenperature of the water com ng into
t he system So, what we want to do with contingency

pl anni ng, we have our own backup power systens, we have
generators at all the critical sites in distribution to
nove the water around the system but the system as it’s
desi gned, or the production facility, it’'s very dynam c.

Dependi ng on what the demand is and things on the system
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flow rates can change; punps injecting chem cals such as
chlorine or fluoride and things are gonna be adjusted
according to the flow through the system But if we had to
go to manual operation, we don’'t want to be running around

tweaking it for every newlittle demand that’s com ng on

and off the system So, we’'ve decided what we will do is
we have two intake punps and we will run with one intake
punp fully open. That puts out about 17 mllion gallons a

day. The demand typically, if we |look at |ast January and
years before, is about 19 mllion gallons a day. So we
can’t sustain ourselves on one punp, but we ve got a
substantial amount of storage in our systemwth tanks and
then what’s in the pipe itself, so we can ride one punp
full open for a while. So, the test that we would do in
| at er Decenber would sinply be let’s run with one punp full
open and see where our injections systens are settling out
at, based on the tenperature and the flow rate going
through. So if we go to nmanual operation, we nore or |ess
know where we’re gonna be turning the dials to contro

t hose systens. Every few days, though, we’'ll have to open
up the second punp, full open again, to recharge the
system So again, we want to do that, see where things
stabilize, have another mark that we know this is where
we’'re gonna nore or less be controlling these other systens

if we’'re on a manual operation. That’'s really one test we
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can’t do until that point in time;, but it’s not a
detrimental test. 1t’s not gonna affect our production at
that point. It’s nore or less we want to just control the
flowa little bit.

So, that’s what’s outstanding and that’s why our
contingency plan is 100% It’'s basically there; it’'s just
a matter of refining the plan.

COWM SSI ONER NUGENT:  You’ ve served parts of
your service territory with wells, Wndham and Standi sh as
| recall, maybe sonme others, | don’t know.

MR. CUTRONE: North W ndhamis no |onger on
wells. They' re fed by --

COW SSI ONER NUGENT: That'’'s the gasoline
probl em t hat occasi oned that switch, or at |east you had a
switch in process that you maybe noved al ong nore rapidly
there, is that the reason for that switch out in North
W ndhant?

MR. CUTRONE: Right. That actually del ayed
our achieving Y2K conpliance with our system by your
deadl i ne because we decided it was nore inportant probably
to bring North Wndhamon-line with the | ake water --

COWM SSI ONER NUGENT: Standish is --

MR. CUTRONE: Standish. There's a snal
section in Standish, Steep Falls is the community within

the town, that is still served by wells.
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COW SSI ONER NUGENT:  You still add chem cals
to water?

MR. CUTRONE: Right. W ozonate to --

COW SSI ONER NUGENT:  You ozonate. | thought
t hat renmoved the requirenent to add chem cal s.

MR. CUTRONE: Ozonization is 100% effective to
di sinfect the water; but we still add chlorine to provide
residual protection as it goes down through the
di stribution system By a vote within our community area
we add fluoride. We also add chemicals to inhibit
corrosion in the system So there’s a bit of bal ancing
that has to go on with these chenicals. Sone are added as
acid, sone are as bases. In our contingency discussions,
if it really came down to it, if things are going to hel
in a hand basket, what do we need to do? We need to
ozonate. That means we need to have the power to do it.
We’' ve got the generators in place to do that, so we can
disinfect it. W need that chlorine to keep it disinfected
and potable for our users. So those are the two things we
woul d do and we woul d probably, for a period of tine,
suspend the fluoride even though the voters want it, but
it’s really not critical in terns of health or service. W
can suspend for a period of tine the corrosive inhibitors.
So, to maintain the balance or control it better and have

the water drinkable, we' d probably, if we had to, we’'d
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suspend some of those other additives and we woul d mai ntain
the two that we're required to do in order to provide clean
drinking water.

COVWM SSI ONER NUGENT:  Whi ch process is
sensitive to tenperature? And is it anbient tenperature or
wat er tenperature?

MR. CUTRONE: The ozonation, actually, believe
it or not, because there’s generators and things. That's
really what’s gonna drive it because it’s -- you' re playing
around with just the oxygen content of the water, if you
will; and tenperature is gonna play a role in how wel
t hose nol ecul es are gonna be broken apart and reconfi gured
and things. That’'s one of the principal ones.

CHAI RMAN WELCH: Is there any supply issue
left over fromthe earlier draught or are things pretty
much back up to normal? |It’s probably not a peak problem
period, anyway.

MR. CUTRONE: Well, Sebago Lake, ny
under standi ng, was down a little bit; but where our intakes
are it’s not really a concern. It would have to go down a
substanti al anount before we’'d worry about that.

CHAI RMAN WELCH: Are other areas in the State
as well sort of back up to where they ought to be, nore or
|l ess, at this point?

MR. McNELLY: Everyone is for the nost part.
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MR. GARDNER: Most everybody |I’ve talked to is
back up.

CHAI RMVAN WELCH: We got that 10 inches in one
day whi ch may have hel ped.

MR. McNELLY: We're actually above nornmal for
rain precipitation for the year.

MR. GARDNER: If anything, the year -- the
| arge rain anounts have caused sone problenms up in the
County with Madawaska and with some of the other utilities
up there because of the high colors comng in right now.

MR. SUKASKAS: Peter, the piece that you
passed out, kind of a final nessage about Y2K. Isn’t that
alittle dark? It nmentions the periods of |ong power
out ages could be problematic. During the ice storm if |
recall correctly, you | ost power but not service, am!|
correct?

MR. CUTRONE: Right. The power was
fluctuating; you know, on one day, off the next, or things
like that; and ultimately what we did is we just ran on our
generators until they worked thenmselves out. It’s
interesting to be here and have you aski ng questions of the
power conpani es or the phone conpani es about restoration
priorities; and | guess we take sone confort in know ng we

can generate our own power to produce our service, but |
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suppose if they don’t give us power we'll just shut off
their water and |l et them go outside.

As far as communication, | also want to address that,
since we're kind of set up in various places in our service
area. We do have our own radio systemwith a |license from
the FCC, so we can broadcast it’s Y2K.  That’s one way that
we have our communication in place as well.

MR. SUKASKAS: By broadcast, you broadcast to
the public?

MR. CUTRONE: No, no. |It’s our own system

MR. SUKASKAS: Well, thank you.

MR. McNELLY: We al so appreciate the fact that
you have suggested to the power conpanies that the water
utilities be a priority, ‘cause that was a problem during
the ice stormin certain |ocations.

COW SSI ONER NUGENT: Joe will conmuni cate
that to the two power groups, three power groups.

MR. GARDNER: Water/wastewater, please. Don’'t
forget the wastewater end because it was nore of a problem
for the wastewater end than nmany of the water systens.

CHAI RMAN WELCH: | think someone pointed out
it may be if you get a systemfailure, priorities are sort
of irrelevant; but it could be if you ve got a substation

or sonet hing nore |ocalized.
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MR. SUKASKAS: Those are recommendati ons
enbedded in the Conm ssion’ s order adopting reconmendati ons
in the ice storm which not too |long ago the Conmm ssi on
suggested that utilities, including power utilities
(i ndi scernible).

Any ot her comments?
CHAI RMAN WELCH: Thank you very nuch,

everyone.

ADJOURNED AT 12:25 P. M



